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Abstract

The chemical structure of Venus’s atmosphere and interior evolution of Kuiper

belt objects

by

Carver Jay Bierson

This thesis is composed of two distinct themes. The first concerns the chemical structure

of Venus’s atmosphere. Venus’s atmosphere can be roughly separated into lower and

middle regions separated by a thick cloud deck. When modeling the chemistry of Venus’

atmosphere past researchers have focused on these regions separately. In doing so they

have made conflicting assumptions about the cloud region that connects them. In

Chapter 2 I present the first detailed chemical model of Venus’ atmosphere that includes

both the lower and middle atmosphere. This model is used to characterize the chemical

recycling pathways of observed trace species. In this study I find that there also exists

a yet unidentified sink of sulfur-dioxide in the Venusian clouds.

The second theme of this thesis concerns understanding the interior structure

and history of Kuiper Belt objects. In July 2015, NASA’s New Horizons spacecraft made

its close flyby of Pluto. This opened a new era for understanding not only of Pluto, but

also the nature of Kuiper Belt objects generally. To this end I developed a model of

how the bulk density of Kuiper Belt objects would evolve through time due to changes

in porosity and the melting and refreezing of a subsurface ocean. In Chapter 3 I apply

this model to Pluto and its largest moon Charon. I found that the density contrast

xi



between Pluto and Charon is large enough that it can only be reasonably explained by

a difference in bulk composition (eg. rock to ice ratio).

In Chapter 4 I apply this model to bulk density measurements of Kuiper Belt

objects (KBOs) generally. It has previously been observed that small KBOs have a much

lower bulk density than their larger counterparts. I have found that this can naturally

be explained by smaller KBOs being more porous. This difference in porosity is due to

the longer cooling timescale of large KBOs causing them to warm more from the heat

of radioactive decay. This in turn causes the ice to viscously relax away porosity. Small

KBOs in contrast can efficiently conduct out this heat while staying cold and rigid.

Because this depends on the abundance and heat production of radioactive elements, I

have used this density information to place a constraint on when these objects formed.

In Chapter 5 I revisit Pluto examining what the observed tectonics imply about

the history of Pluto’s subsurface ocean. Namely I consider whether these observations

are more consistent with Pluto having that ocean shortly after formation or developing

it over a longer timescale through radioactive decay of long lived radioisotopes. If Pluto

did form its ocean slowly, this would have caused global compression for which we find

no tectonic evidence. If, however, Pluto started with an ocean we predict two stages of

extension which is far more consistent with the observed geology.
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Chapter 1

Introduction

The first part of this thesis concerns the atmosphere of Venus. In almost every

respect, Venus is the most Earth-like world we know of. Venus has a very similar radius

and density to the Earth’s, but its atmosphere is quite different. The atmosphere of

Venus is about ninety times the mass of Earths and is composed primarily of carbon

dioxide. Between 50-75 km altitude Venus has a thick cloud deck (Knollenberg and

Hunten, 1980). These clouds are composed of a mix of condensed water and sulfuric

acid. These clouds also form the boundary between the lower and middle atmosphere

regions.

Previous research on the atmospheric chemistry of Venus’s atmosphere has fo-

cused on either the lower or middle atmosphere separately. High temperatures in the

lower atmosphere cause this region to be dominated by thermal chemistry (Krasnopol-

sky, 2007). This drives most of the sulfur in this region into sulfur-dioxide, the most

abundant minor species in the lower atmosphere. This sulfur dioxide is mixed through

1



the clouds into the middle atmosphere. In the middle atmosphere photo-chemical reac-

tions break down both sulfur dioxide and carbon dioxide (Krasnopolsky, 2012; Zhang

et al., 2012).

In this thesis I present work aimed at understanding the chemical interactions

between Venus’ middle and lower atmosphere. I have used a chemical model to charac-

terize how different chemical groups are cycled between these two regions. By combining

this with observations we propose new chemical pathways and highlight the laboratory

studies that would provide the most insight for future work.

The second part of this thesis focuses on the thermal history of Pluto and

Kuiper belt objects generally. Our understanding of Pluto was revolutionized with the

New Horizons flyby in July, 2015 (Stern et al., 2015). While Pluto is the largest Kuiper

belt object, prior to this flyby the uncertainty on its radius was relatively large due to its

atmosphere. After the flyby the radius was determined to within ∼1 km (Nimmo et al.,

2016b) establishing that Pluto and its large moon Charon had distinct densities. This

raised the question of what the cause of this density contrast might be? This question

is the focus of Chapter 3.

One surprising characteristic of Kuiper belt objects (KBOs) is a that very

large fraction of them are in binary systems (i.e. have moons). This allows for accurate

determinations of their mass and therefor their density. By collating these observations

previous authors have noticed that small KBOs have lower densities than their larger

counterparts (Brown, 2012). The cause of this trend difference was not clear. In Chapter

4 I propose porosity as the explanation for this density difference.

2



One of the most exciting discoveries by New Horizons was the multiple lines

of evidence for a subsurface ocean on Pluto (Nimmo et al., 2016a; Moore et al., 2016;

Cruikshank et al., 2019). Thermal evolution models of Pluto have generally assumed

that after accretion Pluto was cold, i.e. an solid ice shell overlying a silicate core.

In Chapter 5 I consider the possibility that Pluto had its liquid ocean shortly after

formation, i.e. a hot start. These two initial conditions lead to different predictions of

Pluto’s strain history. I compare those predictions to the observed geology note what

future studies can be done with the existing data.
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Chapter 2

Chemical cycling in the Venusian

atmosphere: A full photo-chemical

model from the surface to 110 km

This chapter is a slightly modified reprint of work previously published as

Bierson, C. J., & Zhang, X. (2020). ”Chemical cycling in the Venusian atmosphere: A

full photochemical model from the surface to 110 km”. Journal of Geophysical Research:

Planets, 125, e2019JE006159. https://doi.org/10.1029/2019JE006159

Abstract

Venus is an exceptional natural experiment to test our understanding of atmo-

spheric sulfur chemistry. Previous modeling efforts have focused on understanding either

the middle or lower atmosphere. In this work we performed the first full-atmosphere
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analysis of the chemical-transport processes on Venus from the surface to 110 km us-

ing a 1D diffusion model with photochemistry. We focused on the cycling of chemical

species between the upper and lower atmospheres and interactions between distinct

species groups including SOx, COx+OCS, chlorides, NOx, Ox, and Sx. We tested differ-

ent eddy diffusivity profiles and investigated their influences on the vertical profiles of

important species. We find that the assumed boundary conditions in previous models

strongly impacted their simulation results. This has a particularly large effect for SO2.

We find the high SO2 abundance in the lower atmosphere is readily transported into the

the middle atmosphere, far exceeding observed values. This implies some yet unknown

chemistry or process limiting SO2 mixing. We summarize outstanding questions raised

by this work and note chemical reactions that should be the highest priority for future

laboratory studies and ab initio calculations.

2.1 Introduction

Venus is a natural laboratory for understanding atmospheric sulfur chem-

istry. Over the last decade there have been a wealth of observations of the minor

species in Venus’s atmosphere from both ground-based observations (Marcq et al., 2006;

Krasnopolsky, 2010b; Arney et al., 2014; Sandor et al., 2012; Jessup et al., 2015; Sandor

and Clancy, 2017, 2018) and Venus Express (Marcq et al., 2008; Belyaev et al., 2008,

2012). Chemical models have been developed for the lower atmosphere (Yung et al.,

2009; Krasnopolsky, 2013) and middle atmosphere (Krasnopolsky, 2012; Zhang et al.,
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2012; Jessup et al., 2015). These two regions are separated by the thick cloud layers

that extend from roughly 40 km to 70 km altitude. In the lower atmosphere the high

temperatures (400 K-700 K) drive chemical systems to thermochemical equilibrium. In

the middle atmosphere, where the temperatures are more similar to Earth’s stratosphere

(200 K-300 K), photochemistry is the dominant process.

In this work we present the first detailed chemical model that couples the lower

and middle atmosphere. This is an attempt to understand how the limited domain

of previous models impacted their results and determine what open questions can be

better understood using a coupled model. Our results are broken up by species groups.

We summarize the major outstanding questions (both pre-existing and raised by this

study) and what future work is needed. The goal of this work is not to present the

“best” or most highly tuned Venus atmospheric chemistry model. Instead we aim to

use this model as a tool for exploring the interactions between species and regions of

the Venusian atmosphere. First we briefly review the key observational constraints and

previous modeling efforts.

2.1.1 Overview of Chemical cycles

In this work we focus on the chemical cycles for three species groups: sulfur

oxides, carbon oxides, and chlorides (shown in Figure 2.1). Other groups including

oxygen, nitrous oxides, and polysulfur species will be discussed briefly. Here we provide

an overview of the interactions between these groups. For more background see the

recent reviews by Mills and Allen (2007) and Marcq et al. (2017). In Section 2.3 these
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Figure 2.1: Cartoon showing the main species groups discussed in this work and their
interactions.

processes will be evaluated and quantified.

By far the most thoroughly observed (and modeled) species in the lower at-

mosphere are carbon monoxide (CO) and carbonyl sulfide (OCS). At ∼30 km OCS is

present at the ppm level. The OCS mixing ratio then decreases rapidly with altitude at

about 35 km (Marcq et al., 2006; Arney et al., 2014). Conversely CO has a near surface

mixing ratio of ∼20 ppm and a gradual increase with altitude. CO is also observed to

increase in mixing ratio by ∼5 ppm within 30◦ of the poles (Marcq et al., 2006; Cotton

et al., 2012). OCS does not have an unambiguous trend with latitude although Marcq

et al. (2006) and Marcq et al. (2008) have suggested a possible decrease in mixing ratio
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at high latitudes. Several chemical pathways have been proposed for conversion between

CO and OCS (Krasnopolsky and Pollack, 1994; Yung et al., 2009) and are discussed in

detail in Section 2.3.2.

Photolysis of carbon dioxide (CO2) in the middle atmosphere produces CO

and O which are slow to directly recombine back to CO2. This leads to a build up of

oxygen species including O2. However, observed upper limits on the O2 column density

suggest that there is some catalytic mechanism providing more efficient recombination

(Section 2.3.3 and Mills and Allen (2007)).

In the middle atmosphere the most thoroughly observed minor species is sul-

fur dioxide (SO2). Vandaele et al. (2017) provides an excellent review of observations

from ground-based and Venus Express measurements. Venus Express terminator mea-

surements allow for well-resolved vertical profiles of SO2 (Belyaev et al., 2012). These

observations show that the mixing ratio of SO2 decreases briefly above the clouds before

inverting and increasing with altitude from ∼80 km up to ∼100 km. It was initially

suggested that this could be due to the photolysis of sulfuric acid (H2SO4) at high alti-

tudes (Zhang et al., 2010) but followup observations found that not enough H2SO4 was

present (Sandor et al., 2012). The source of sulfur driving this inversion is still unclear

and polysulfur aerosols remain a possibility (Zhang et al., 2012).

SO, SO2, and SO3 are quickly recycled inside the sulfur oxides group above the

clouds. The relative abundance of these species is set by the balance between photolysis

(creating more SO) and oxidation (producing SO2 and SO3). SO3 will readily react

with water vapor to form sulfuric acid (H2SO4). This sulfuric acid then condenses to
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form the bulk of the cloud deck. At the base of the clouds (∼40 km), temperatures are

high enough that the sulfuric acid droplets evaporate and the vapor is then thermally

decomposed back into SO3 and water. This lower atmosphere SO3 is also converted

to the more stable SO2 and diffused upward to the middle atmosphere completing the

sulfur cycle.

The most abundant chlorine species in the Venusian atmosphere is hydrochlo-

ric acid (HCl). HCl has been observed in the lower and middle atmosphere with a

roughly constant mixing ratio of 100-400 ppm (Arney et al., 2014; Sandor and Clancy,

2017). Recently chlorine monoxide (ClO) was also observed to have a mixing ratio of

∼2 ppb at 85 km (Sandor and Clancy, 2018). Sandor and Clancy (2018) interpreted

this concentration of ClO as requiring an additional significant reservoir of chlorine in

the middle atmosphere apart from HCl.

2.1.2 Previous models

Previous chemical models of the Venusian atmosphere have focused on either

the lower (Krasnopolsky, 2007, 2013) or middle atmosphere (Zhang et al., 2010, 2012;

Krasnopolsky, 2012). The model of Krasnopolsky (2007) is not notably different from

the updated version in Krasnopolsky (2013) and so we only discuss the latter. For the

same reason we only review Zhang et al. (2012) and not Zhang et al. (2010). The only

model to have a domain including both the lower and middle atmosphere is Yung et al.

(2009). However, Yung et al. (2009) primarily show species profiles from a model with

the domain restricted to the middle atmosphere. The only species profile they show
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from their extended model is OCS (Figure 2.2).

Figure 2.2: Comparison of previous chemical models of the Venusian atmosphere. The
curves from Zhang et al. (2012) are their Model A. In Krasnopolsky (2013) SO3 is only
reported for values larger than 10−9.

Figure 2.2 shows species profiles from the studies described above. Within a

given domain (lower or middle) of the atmosphere, the different models are generally in

agreement. The exception to this is the SO2 profile of Yung et al. (2009) which exceeds

the observed mixing ratio by nearly two orders of magnitude at 80 km. The middle

atmosphere models of Zhang et al. (2012) and Krasnopolsky (2012) reproduce these

observations by dramatically lowering their lower boundary condition (Table 2.1).

The greatest disagreement between previous models is at the boundary be-

tween the lower and middle atmosphere. This disagreement is modest for CO and OCS

and is most significant for the sulfur oxides. In the lower atmosphere models, SO and

(SO)2 are often not even included or are included only in a limited capacity. We discuss

how this effects the OCS chemistry in Section 2.3.2. Lower atmosphere models do not
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predict any vertical gradient in SO2 and as such report constant values around the ob-

served 130 ppm (Marcq et al., 2006; Arney et al., 2014). To match the low mixing ratio

observed in the middle atmosphere, models such as Zhang et al. (2012) and Krasnopol-

sky (2012) use a fixed abundance lower boundary condition of less than 10 ppm. It is

these inconsistencies that motivate the need for models like the one presented here that

can characterize the flux of SOx species through the cloud layer (discussed in Section

2.3.1).

Table 2.1: Mixing ratios of SO2 at the cloud level model boundary in different lower
and middle atmosphere models. For the three middle atmosphere models this is simply
the lower boundary condition. In the lower atmosphere models this value is calculated,
but is the same as the surface boundary condition as there is no significant chemistry.
Note that the model of Yung et al. (2009) which uses a higher SO2 concentration also
produced an SO2 abundance two orders of magnitude larger than observations in the
middle atmosphere.

Reference Domain SO2 (ppm)

Krasnopolsky (2007) 0-47 km 130
Krasnopolsky (2013) 0-47 km 130
Krasnopolsky (2012) 47-112 km 9.7
Zhang et al. (2012) 58-112 km 3.5
Yung et al. (2009) 58-112 km 130

2.2 Model Description

For this study we use the JPL/Caltech kinetics 1D photochemisty-diffusion

model (Yung and Demore, 1982; Mills, 1998; Zhang et al., 2012). Our model solves

a 1D continuity equation with diffusion and chemical reactions. The atmosphere is

assumed to be in hydrostatic equilibrium. We use 2 km grid cells covering 0-112 km.

We calculate the diurnally averaged radiation field from 100 to 800 nm using a modified
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radiative transfer scheme including gas absorption, Rayleigh scattering by molecules,

and Mie scattering by aerosols with wavelength-dependent optical properties (Zhang

et al., 2012). We also parameterized an additional UV opacity source in the radiative

transfer calculation contributed by the unknown UV absorber (see Zhang et al. (2012)

for details). Our calculations are set at 45◦ latitude with fixed solar insolation to

approximate the global-mean situation.

We use the Venus International Refrence Atmosphere (VIRA) (Seiff et al.,

1985) (Figure 2.3). Because observational constraints for the eddy diffusivity (kzz) are

sparse, a number of kzz profiles have been used in the literature. For our nominal model

configuration we use the profile from Zhang et al. (2012) linearly extrapolated in log

space into the lower atmosphere. For a description of the other kzz profiles used and

their motivations see Section 2.2.2.

In this work we calculate the vertical profile of 53 species: O, O(1∆), O2,

O2(1∆), O3, H, H2, OH, HO2, H2O2, N, NO, NO2, NO3, N2O, HNO, HNO2, HNO3,

Cl, Cl2, ClO, HCl, HOCl, ClCO, COCl2, ClCO3, CO, CO2, S, S2, S3, S4, S5, S6, S7,

S8, SO, (SO)2, SO2, SO3, S2O, SH, H2S, HSO3, ClSH, ClS, ClS2, Cl2S, Cl2S2, OSCl,

ClSO2, SO2Cl2, OCS. Additionally we have three species with fixed profiles,N2, H2O,

and H2SO4 (shown in Figure 2.4). N2 is fixed at a mixing ratio of 3.4%. N2 acts as

a catalyst in some reactions and is a source of N via photolysis. H2O and H2SO4 are

also held constant as both species are condensible but condensation is not included in

this model. In addition, as noted by Parkinson et al. (2015), in the middle atmosphere

the H2O and SO2 abundances are strongly coupled. While the specific bifurcation
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Figure 2.3: Left panel: Temperature profile from Seiff et al. (1985). Right panel: kzz
profiles used in this study. The Zhang et al. (2012) Kzz profile has been extrapolated
into the lower atmosphere (Nominal). The other kzz profiles are described in Sec-
tion 2.2.2. The horizontal dashed line at 47 km indicates the boundary between the
middle-atmosphere model in Krasnopolsky (2012) and the lower-atmosphere model in
Krasnopolsky (2013). Observational estimates of kzz are shown in magenta (upper limit
(von Zahn et al., 1979), star (Woo and Ishimaru, 1981), and line (Lane and Opstbaum,
1983)).

behavior described by Parkinson et al. (2015) was due to numerical errors, the strong

coupling is robust (Shao et al., In Review). By holding the water profile constant (at

observed values) we remove this source of sulfur variability. The water profile used is a

spline interpolation to the observational results from Bertaux et al. (2007) in the middle

atmosphere and Marcq et al. (2006), Barstow et al. (2012), and Arney et al. (2014) in

the lower atmosphere (see Figure 2.4).

The H2SO4 profile is fixed at the saturation vapor pressure assuming 90%

weight percent H2SO4 above 57 km. This is consistent with observation of cloud acidity

(Barstow et al., 2012; Arney et al., 2014). Our model is not very sensitive to this value
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as H2SO4 is not a significant chemical source in the upper atmosphere. Below 47 km

(at the base of the lower cloud) we use the profile calculated by Krasnopolsky (2013).

Between 47 km and 57 km the H2SO4 profile is linearly interpolated in log space. The

resulting profile shown in Figure 2.4 is consistent with the upper limits by Sandor et al.

(2012) in the middle atmosphere and the Venus Express observations at the base of

the clouds (Oschlisniok et al., 2012). The effect of this profile is discussed in detail in

Section 2.3.1.

Figure 2.4: Profiles of all fixed species in the model and corresponding observations.
H2SO4 upper limit is obtained from Sandor et al. (2012) and observed abundance from
Oschlisniok et al. (2012) and Imamura et al. (2017). Water vapor observations are from
Marcq et al. (2006), Bertaux et al. (2007), Krasnopolsky (2010b), Barstow et al. (2012),
and Arney et al. (2014).

In order to couple the chemical systems in the middle and lower atmospheres,

one needs to include both the photochemistry in the middle atmosphere and the high-

temperature thermochemistry with both forward and reverse reactions in the lower

atmosphere. In this study we have updated the chemistry of Zhang et al. (2012) to
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include new experimental results as described in Burkholder et al. (2015) and the lower

atmosphere chemistry of Krasnopolsky (2013). These updates to the chemistry have a

negligible effect on our model compared directly with Zhang et al. (2012). In Section

2.4 we discuss which reactions with unconstrained reaction constants have the largest

impact on our results.

2.2.1 Boundary conditions

For most species in our model we use a zero flux (closed box) boundary con-

dition at both the upper and lower boundary. This is consistent with the standard

setting for previous lower and middle atmosphere models (Krasnopolsky, 2007, 2012;

Zhang et al., 2012). In a model with a zero flux boundary condition for all species,

the resulting steady state solution is highly sensitive to the initial condition. This is

due to the fact that the total abundance of each group is set by the initial condition.

To avoid this, at least one species in each group was assigned a fixed mixing ratio at

the lower boundary. We preferentially chose species that have observational constraints

on their abundance. This allows the abundance of each chemical group to equilibrate

to the observed values through surface fluxes. The upper boundary conditions used in

this model follow the work of Mills (1998). Upward fluxes of CO2, O2, and O2(1∆)

are imposed at the upper boundary to account for photolysis taking place above the

model boundary. We use the fluxes calculated by Mills (1998). In order to conserve the

number of atoms in the domain, downward fluxes of CO and O of the same magnitude

as the loss of CO2 are also imposed at the upper boundary.
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Table 2.2: Boundary conditions applied to the model. Φ is the flux (cm2 s−1), v is the
escape velocity (cm s−1) where vm is the maximum escape diffusion velocity, and χ is a
fixed mixing ratio. The boundary condition for all other species is zero flux. The sign
convention is positive upwards.

Species Lower Upper

O Φ = 0 Φ = −5.030× 1011

O2 Φ = 0 Φ = 9.0× 108

O2(1∆) Φ = 0 v = vm
NO χ = 5.5× 10−9 Φ = 0
CO χ = 1.5× 10−5 Φ = −5.03× 1011

CO2 χ = 0.965 Φ = 5.03× 1011

SO2 χ = 1.0× 10−4 Φ = 0
OCS χ = 3.0× 10−5 Φ = 0

2.2.2 Modifications to our nominal case

To discuss the sensitivity of our results to different changes in our nominal

model it is useful to name particular cases we will refer back to. Here we describe those

alternate cases in the sensitivity study. The alternate kzz profiles are shown in Figure

2.3.

• K kzz: Uses the combined kzz profiles from Krasnopolsky (2012) and Krasnopolsky

(2013).

• Low kzz: Uses our nominal kzz profile but reduced by one order of magnitude.

We present this profile not because it is a plausible kzz profile but because it is

instructive for understanding the model sensitivity.

• Clould (Cld) kzz: It was suggested by Marcq et al. (2017) that the cloud layer

may inhibit transport. This profile tests a stable cloud region by using our nominal

kzz profile modified to a value of 103 cm2/s between 45 km and 65 km.
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• S8: Changes the upper boundary condition of S8 to Φ = −1×107. This polysulfur

flux from the upper atmosphere was proposed by Zhang et al. (2012) to explain

the SO2 inversion in the middle atmosphere.

• K OCS: Uses the reaction rate constant for OCS + SO3 −−→ CO2 + (SO)2 from

Krasnopolsky (2007).

2.3 Results

2.3.1 SOx

Discussing SOx in the Venusian atmosphere is nearly equivalent to discussing

SO2. SO2 is the most abundant, most stable and best observed of the SOx group

everywhere except the highest altitudes. Using our nominal kzz profile, the chemical

transport timescale ranges from ∼10 years near the surface to months at 90 km (Figure

2.5). The chemical loss timescale for SO2 exceeds ∼100 years until photolysis begins to

dominate in the upper middle atmosphere. As such, SO2 is well mixed from the lower

boundary of the model until the base of the clouds.

In contrast to SO2, SO and SO3 have chemical loss timescales of hours or less

throughout the model domain. In the lower atmosphere, where there are no significant

sources of these species, this leads to mixing ratios below 1 ppt. Above the cloud deck

their abundance is set by the relative contributions of oxidation and photochemical

destruction. The source of oxygen for these reactions is primarily derived from the

photolysis of CO2 and SO2.
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Figure 2.5: Chemical loss timescales for different SOx species and the transport timescale
profile. All profiles are for the nominal model configuration. The local minimum in the
OCS lifetime corresponds to the region with excess SO3 at the base of the clouds (Figure
2.7).

Here we quantitatively examine the sulfur flux exchange between the lower

and middle atmospheres through the clouds, as illustrated in Fig. 2.1. The primary

reservoirs of sulfur below 35 km are SO2 (∼100 ppm) and OCS (∼30 ppm), both of

which have fixed mixing ratios at the surface. There may be a few ppm Sx present,

however, currently there is no direct observational evidence for this (see section 2.3.5).

Right above 35 km, the observed rapid decrease of OCS suggests a rapid conversion

from OCS to SOx or Sx, which will be discussed in Section 2.3.2. As a result the primary

source of sulfur into the middle atmosphere through the clouds is SO2. The magnitude

of this flux is set by the observed SO2 mixing ratio and kzz profile. In our nominal case,

the upward flux of the SO2 through the clouds (59 km) is 5×1011 cm−1 s−1. The value
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ranges from 5×1011 cm−1 s−1 to 10×1011 cm−1 s−1 across all of our cases.

Above the cloud, SO2 is converted to SO and SO3 via photochemistry. The

downward fluxes of SO and SO3 to the lower atmosphere are negligible due to their

short loss timescales. The main sink of SOx is sulfuric acid formation (SO3 +2H2O −−→

H2SO4 + H2O). The entire H2SO4 formation process is primarily limited by SO3 for-

mation which is itself primarily limited by the SO2 flux. Thus among our model con-

figurations the column integrated production rate of H2SO4 above 59 km shows little

variation and tracks with the SO2 flux. Values range from 5×1011 to 9×1011 cm−2s−1,

which is in line with previous results by Zhang et al. (2012) (5.6 × 1011 cm−2s−1) and

Krasnopolsky (2015) (5.7 × 1011 cm−2s−1). The H2SO4 produced in the middle atmo-

sphere rapidly condenses to form the bulk of the Venus clouds. Cloud droplets settle

into the lower atmosphere where they evaporate releasing H2SO4 vapor. This vapor

further thermally decomposes into SO3 and H2O. This SO3 is rapidly converted to SO2

creating a source region of SO2 at the cloud base. Then the long-lived SO2 from the

base of the clouds is diffused away from this source to complete the sulfur cycle.

In our nominal model configuration the SO2 mixing ratio approaches that of

a well-mixed profile with minimal vertical gradient, inconsistent with the observations

from Venus Express (Belyaev et al., 2008, 2012). This problem was not observed in

previous middle atmosphere models because they could limit the flux by fixing the

mixing ratio of SO2 in their lower boundary condition (located in the cloud deck).

As shown in Table 2.1, the models that successfully reproduce the SO2 minima (Zhang

et al., 2012; Krasnopolsky, 2012) require a lower boundary condition of less than 10 ppm.
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The only model with a lower boundary condition consistent with the lower atmosphere

observations is Yung et al. (2009). Their model (like ours) does not match the middle

atmosphere observations.

There are two way to overcome this issue, decreasing the SO2 transport or

increasing the chemical sink in the cloud layer. Two of our kzz profiles attempt to limit

the transported SO2: Cloud kzz and Low kzz. Cloud kzz is based on the suggestion from

Marcq et al. (2017) that SO2 transport is inhibited by a stable cloud layer. This profile

has a value of 103 cm2/s between 45 and 65 km (shown in Figure 2.3). Additionally

we use the Low kzz profile which has a kzz lower than our nominal case by an order

of magnitude throughout the domain. Both the Cloud kzz and Low kzz models come

close to matching the observed SO2. It is worth noting that in both of these cases the

flux of SO2 at 59 km is actually twice that of the nominal case due to the large mixing

ratio gradient. This gradient leads to a much lower SO2 mixing ratio at the cloud tops

which in turn allows the radiation to penetrate deeper into the middle atmosphere. This

further lowers the mixing ratio. In other words, it is the mixing ratio of SO2 at the

cloud top that is important, not the flux.

Figure 2.7 shows that the observed SO2 profile can be matched allowing for

any arbitrary amount of transport. This raises an important question: how plausible

are these particular kzz profiles? Both of these profiles are inconsistent with the radio

scintillation estimate as 4× 104 cm2/s at 60 km (Woo and Ishimaru, 1981) and 2× 103

cm2/s at 45 km (Woo et al., 1982). From the mixing length theory, kzz can be estimated

as the product of vertical velocity and a length scale. Imamura and Hashimoto (2001)
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used velocities from both models and the Vega balloons to estimate a cloud region kzz of

104− 106 cm2 s−1. The value seems even larger between 50-60 km. Using the turbulent

velocity on the order of 1 m/s measured by Vega balloon at 54 km (BLAMONT et al.,

1986) and the mixing length scale of 1 km, the estimated kzz is about 107 cm2 s−1. Based

on the static stability profiles from the Pioneer Venus probes, which are consistent with

the VeRa/VEx data (Limaye et al., 2018), McGouldrick and Toon (2007) estimated the

kzz between 104 and 107 cm2 s−1 in the cloud region. These values have been validated

by cloud micro-physical models which are sensitive to the kzz to match the observed

cloud droplet size distribution (McGouldrick and Toon, 2007; Gao et al., 2014). These

values are higher than our Cloud kzz and Low kzz configurations by at least a factor

of three. Even using the low end of these plausible values of kzz (i.e., 104 cm2 s−1)

cannot reproduce the observed SO2 data, as already shown in our K kzz configuration.

This implies that the low SO2 mixing ratio above the clouds is due to some as of yet

unknown chemical sink in the cloud region or interactions with the cloud droplets. This

also highlights the need for 2D and 3D dynamical models to quantify the transport in

greater detail, as the kzz is a global-mean approximation of the 3D dynamical transport

(Zhang and Showman, 2018a,b).

An important caveat in our results is the artificial source of sulfur as a result of

the fixed H2SO4 vapor profile. As our model does not include cloud formation and so the

gas H2SO4 abundance cannot be self consistently calculated. Instead the H2SO4 profile

is held to the profile expected from condensation and evaporation, (Figure 2.4). This

parameterization can be checked for self-consistency by comparing the net production
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and loss rates. Figure 2.6 shows the production and loss reaction rates as well as the net

production minus loss for H2SO4. Although the total column formation and destruction

rates of H2SO4 are both roughly 4.4 × 1016 cm−2s−1, the column destruction rate is a

bit higher than production by ∼0.2% in all our model configurations. This slight excess

in H2SO4 destruction over production impacts the lower atmosphere sulfur budget. As

noted above, the evaporation of sulfuric acid and conversion from SO3 and SO2 at the

cloud base provides a SO2 source, which needs to be diffused away, both upward and

downward in our model. The downward diffusion flux goes into the surface to satisfy

the lower boundary condition (fixed mixing ratio, Table 2.2). Because the production

and loss of H2SO4 are not exactly equal, our model uses this boundary condition to

achieve steady state. Across our model configurations this downward flux of SO2 ranges

from 6× 1012 to 1× 1014 molecules cm−2 s−1. These are much larger than the 1× 109

to 1× 1011 molecules cm−2 s−1 suggested as plausible rates for surface reactions Fegley

et al. (1997). These change very little even for large changes in the H2SO4 profile (see

Text S1). To properly model the lower atmosphere flux of SO2 will require a model

that can fully conserve sulfur. In any model that does not conserve sulfur the lower

boundary will numerically accommodate the excess.

In addition to the sulfur cycle discussed above, there might be an additional

source of sulfur from the upper atmosphere. Such a source was proposed by (Zhang

et al., 2010, 2012) in order to explain the increase of SO and SO2 with altitude above

80 km. In this work we parameterize this as a poly-sulfur (S8) flux from the model upper

boundary as proposed by Zhang et al. (2012). It is only in the runs with this polysulfur
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flux that we observe any inversion. However, because we have an over abundance of

SOx in the middle atmosphere generally this model should not be used to quantify the

required flux.

We also use our model to examine a recently proposed candidate for the un-

known UV absorber in the Venusian atmosphere. Frandsen et al. (2016) suggested that

(SO)2 could be the unknown UV absorber (Esposito, 1980). In creating their simple

model to estimate the (SO)2 abundance they assume either a 12 ppb or 20 ppb mixing

ratio at their lower boundary (58 km). In contrast we find that at 58 km (SO)2 is

essentially non-existent (mixing ratio less than 10−25). The concentration does increase

higher in the atmosphere but never exceeds 1 ppb. In the model configuration that

best matches the observed SO2, low kzz+S8, the (SO)2 abundance never exceeds even

1 ppt. The mixing ratio also peaks at ∼90 km altitude, far above the cloud tops where

the UV absorber is observed. In summary, our results are consistent with the findings

of Krasnopolsky (2018) and Marcq et al. (2020) suggesting that (SO)2 is not abundant

enough to be the main UV absorber.

2.3.2 CO and OCS

This section is an overview of the carbon cycling in Venus’s atmosphere. While

CO2 is the most abundant carbon species throughout the atmosphere, the carbon flux

is primarily controlled by CO and OCS in conjunction with CO2.

There are two primary sources of CO, photolysis of CO2 in the middle atmo-

sphere and conversion from OCS in the lower atmosphere. Figure 2.9 shows the impor-
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Figure 2.6: Profiles for the production and loss reaction rates of sulfuric acid for two
model configurations. The red curve shows the net production minus loss where dashed
lines indicate local H2SO4 production and dots indicate local loss. In both cases H2SO4

is primarily produced in the zone of SO2 photolysis.

tant production and loss reactions of CO at each altitude in addition to the production

and loss profiles. In our nominal case, above 59 km CO photolysis (CO2=CO + O + M)

has a column rate of 10 × 1011 cm−2 s−1 taking place primarily above 85 km. This

plus the CO from the upper boundary (5 × 1011 cm−2 s−1, Table 2.2) is transported

downward with a nearly constant flux of 14 × 1011 cm−2 s−1. The difference between

this photochemical production and flux is due to slow reoxidation by OH (column rate

1 × 1011 cm−2 s−1). These rates can vary by an order of magnitude between our dif-

ferent kzz profiles. This sensitivity is largely due to the different radiation environment

created by the varying SO2 abundance (Figure 2.7). This leads to the different CO

mixing ratio profiles shown in Figure 2.10. Regardless of the value, in all of these cases
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Figure 2.7: Observations and model results of SOx. Observed SO and SO2 are shown
by in magenta. The middle atmosphere boxes denote the variability in SO and SO2

observed by the SPICAV solar occultation instrument on Venus Express (Belyaev et al.,
2012; Vandaele et al., 2017). The individual points show a typical observed profile from
Belyaev et al. (2012) to show the shape of the observed SO2 profile. The one middle
atmosphere SO2 point outside the box is from Krasnopolsky (2010b). Lower atmosphere
box shows the variation in SO2 measured by VIRTIS on Venus express (Vandaele et al.,
2017). Individual lower atmosphere measurement from (Arney et al., 2014). Model
configurations with varying kzz are shown in the various colors. For each kzz the run
including a flux of S8 from the upper boundary is shown with a dashed line. For some
of these model configurations, the dashed line is on top of the solid line (hence is not
visible) because the SO2 flux from the lower atmosphere dominates. The exception are
the Low kzz and Cloud kzz configurations. The is because the significantly lower SO2

mixing ratio allows the high altitude oxidation of Sx species to make a significant impact
on the profile.

this downward flux of CO in the middle atmosphere is matched by an upward flux of

CO2, closing the cycle.

In the lowest 30 km of the atmosphere, CO and OCS are cycled between each

other. This cycling is mediated by S and S2 (Figure 2.9). In all of our model configura-

tions, OCS is diffused upwards from the lower boundary with a flux between 5×1012 and

5× 1013 molecules/cm2. In each case, this flux is matched by a comparable downwards
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Figure 2.8: Profiles of (SO)2 for the same cases as are shown in Figure 2.7.

flux of CO towards the surface. As with the middle atmosphere, the absolute value of

these fluxes is dependent on the kzz in the lower atmosphere which is not observationally

constrained. This balance in fluxes implies some surface chemistry moderating CO and

producing OCS (Zolotov, 2018, and the references within).

In all our model configurations, CO is converted back to CO2 in the cloud

region via

CO + SO3 = CO2 + SO2 (R1)

The rate constant used for this reaction was assumed by Krasnopolsky and Pollack

(1994) using analogy to CO + NO2=CO2 + NO. The high abundance of SO3 in the

lower cloud region makes this reaction very fast and effectively prevents exchange of

CO between the middle and lower atmosphere.

CO may also be rapidly produced in the cloud region by OCS-SO3 chemistry.

The observed decrease in OCS mixing ratio at 35 km is coincident with the bottom of the
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Figure 2.9: CO production and loss for our nominal case. Left two panels show the
percentage of the production or loss that is due to a particular reaction. Unfilled (white)
space is due to reactions not listed. All reactions that contribution at least 20% at any
altitude are shown. Right panel shows the absolute production and loss curves for CO.
In the K OCS model configurations (not shown), loss exceeds production at 40 km due
to the absence of Reaction R5.

cloud deck. Because of this there is a local excess of SO3 from the thermal decomposition

of H2SO4. This leads to the natural hypothesis that there is some reaction between

SO3 and OCS driving this reduction. Krasnopolsky and Pollack (1994) calculated the

free energy associated with possible products of SO3 + OCS and found they are all

endothermic. The least endothermic was

SO3 + OCS = CO2 + (SO)2 (R2)

Krasnopolsky and Pollack (1994) further suggested that the OCS destruction would be
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Figure 2.10: Profiles of OCS and CO for different model configurations. These profiles
are not sensitive to the upper boundary S8 flux. CO observations are shown by the
magenta box (?).

enhanced by the secondary reaction

(SO)2 + OCS = CO + SO2 + S2 (R3)

This set of reactions has since been used in followup models of Venus’s lower atmosphere

(Krasnopolsky, 2007, 2013) but has yet to be measured in the lab. This pathway was

tested in our K OCS model configuration.

In the lower atmosphere models of Krasnopolsky (2007) and Krasnopolsky

(2013), R2 and R3 are the only reactions that feature (SO)2. Because of this, (SO)2 will

build up in their models until reaction R3 has the same rate as reaction R2. In contrast,

our model includes reactions that equilibrate (SO)2
−−→←−− 2 SO using the rates estimated

by Mills (1998). As a result, (SO)2 does not build up and reaction R3 is effectively

halted. This has two effects: it dramatically reduces the OCS destruction rate and

interrupts the pathway converting OCS to CO. Because of this, none of the models
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using K OCS fit the observed OCS observations (Figure 2.10). This could potentially

be remedied by dramatically increasing the rate coefficient of Reaction R2. However,

such a modification would still not allow for the efficient conversion of OCS to CO.

Yung et al. (2009) proposed that the primary OCS destruction pathway is

S + OCS = CO + S2 (R4)

This reaction rate has been measured in the lab (Lu et al., 2006), yet it is still difficult

to test the impact of this reaction on OCS abundances due to the poor knowledge

of Sx chemistry. As discussed in section 2.3.5 the Sx chemistry is some of the most

uncertain in the entire model. In our model this reaction is insufficient to reproduce the

OCS observations because the concentration of atomic sulfur is five orders of magnitude

lower than what was proposed by Yung et al. (2009). There is also no apriori reason why

atomic sulfur would be concentrated at the base of clouds, leading to the observed drop

in OCS concentration at that particular altitude. Indeed in our model this reaction is

fastest within 30 km of the surface, not at 35 km where the OCS mixing ratio declines

(Figure 2.9). This does not rule out this mechanism, however, as a better understanding

of Sx chemistry is needed to definitively test it.

In this work we propose a new pathway for OCS destruction. The reaction

2 SO3 + OCS = 3SO2 + CO (R5)

is exothermic in contrast to R2. It is a three body reaction and so would likely require

some unknown intermediate steps. To estimate the rate constant we propose that it is

similar to that of other 3 body reactions with k = 3 × 10−32 s−1 cm−3. As shown in
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Figure 2.10 this allows us to match the observed OCS profile. The observed value of

OCS above the clouds can also be achieved given some tuning of this rate constant and

the kzz profile. While we favor reaction R5 we also note that, as with reaction R2, this

pathway has not been verified either by lab studies or ab-initio calculations.

Due to reaction R5, our model does produce an increasing CO mixing ratio with

altitude in the lower atmosphere but overshoots the observed values. As noted above,

the vertical profile of CO is more sensitive to the kzz profile than many other species

and the chemistry in the cloud region is dominated by reactions with unmeasured rate

constants. It is possible that future work could use this sensitivity of CO to constrain

the kzz of Venus’s atmosphere, however better chemical rate constants are first required.

2.3.3 Ox

A long-standing problem with middle atmosphere photochemistry models of

Venus is the overabundance of O2 when compared to observations. In the middle and

upper atmosphere, atomic oxygen is primairly produced by the photodissociation of

CO2 and SO2. The direct recombination of CO and O to form CO2 is much slower than

photolysis, allowing atomic oxygen to accumulate. While there is no resolved vertical

profile for any Ox species, there are upper limits on the column abundance above the

cloud deck of O2 that range from 0.8×1018 to 10×1018 cm−2 (Marcq et al., 2017). Our

model configurations produce O2 column abundance values between 5 and 200 × 1018

cm−2. The lower end of these are values (∼5 × 1018 cm−2) correspond to the model

configurations that come closest to matching the SO2 observations and are consistent
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with previous middle atmosphere models.

O3 has also been observed in the Venusian atmosphere with a mixing ratio of

0.11 ppm at 100 km (Montmessin et al., 2011). In contrast to O2, O3 mixing ratios in

our model configurations are consistently below these observed levels. At 100 km most

model configurations have ∼0.04 ppm O3, consistent with Zhang et al. (2012). The

outlier was the K kzz configuration which had ∼10−5 ppm. This is because, with the K

kzz profile, the O3 mixing ratio peaks at ∼0.01 ppm at 90 km and declines steeply at

higher altitudes. This is consistent with the results presented in Krasnopolsky (2012).

For both O2 and O3 our Low kzz configuration matches previous model results

but diverges from the observations. Recent reanalysis of Venus Express observations

has found cloud top O3 mixing ratios of 10 to 20 ppb concentrated in the polar regions

(Marcq et al., 2019). These values were also observed to vary with local time and year to

year. This may suggest that understanding the oxygen observations will require 2D or

3D models that include transport in the middle and upper atmospheres. Alternatively

the fact that O2 is overabundant while O3 is under-abundant may imply some important,

but yet unknown, oxygen chemistry in the Venusian atmosphere.

2.3.4 Chlorides

The only chloride species with observed abundances are HCl (Arney et al.,

2014; Krasnopolsky, 2010a; Sandor and Clancy, 2012; Mahieux et al., 2015; Sandor

and Clancy, 2017) and ClO (Sandor and Clancy, 2018). In both the lower and middle

atmosphere HCl is observed to have a mixing ratio of ∼400 ppb although cloud top
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abundance have been observed as low as 100 ppb (Sandor and Clancy, 2012). This

near constant mixing ratio is consistent with our model results (Figure 2.11). The

only inflection seen in our model is above 90 km where photolysis begins to become

important. This acts as a source of chlorine in the upper middle atmosphere producing

a variety of other species.

Sandor and Clancy (2017) observed a decline in the HCl mixing ratio in the

upper middle atmosphere with altitude. The gradient reported by Sandor and Clancy

(2017) is steeper than our steady state solution. Sandor and Clancy (2017) also note

that there appear to be secular variations of up to ∼300 ppb that occur on timescales

of a month and do not appear correlated with local time. The difference between our

model and these observations could be due to the temporal variations in HCl in Venus’s

atmosphere or a discrepancy between the true HCl photolysis rate and that calculated

by the models.

The observations of Sandor and Clancy (2017) are in conflict with the Venus

Express observations analyzed by Mahieux et al. (2015). Mahieux et al. (2015) found

a cloud top value of 100 ppb increasing to 1 ppm at 110 km. They also found this

increasing mixing ratio with altitude was not sensitive to latitude or local time. Such

a profile would require some high altitude chlorine source which is not included in this

work.

The observations of ClO by Sandor and Clancy (2018) have a mixing ratio of

∼2 ppb at 85 km. This is four orders of magnitude higher than our nominal model values.

This value is very sensitive to the photolysis rate of HCl. To illustrate this it is useful to
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compare our nominal model configuration to the low kzz+S8 configuration. This case

has significantly less SO2 than the nominal model, making it in better agreement with

the observed middle atmosphere SO2 abundance (see Section 2.3.1). The low kzz+S8 has

significantly more ClO, implying that the excessive amount of SO2 in our nominal case

shields the middle atmosphere from UV radiation and thereby limits the HCl photolysis

rate. However, even the higher abundance of ClO in the low kzz+S8 model configuration

is a factor of 3 below the observed value. This difference could be due to uncertainties

of the model HCl photolysis rate, some unknown Cl source as proposed by Sandor and

Clancy (2018), or as-yet unobserved temporal variability in ClO similar to HCl.

Figure 2.11: Model chlorine species results from our nominal and Low kzz+S8 config-
urations. Observations for HCl from Krasnopolsky (2010a), Sandor and Clancy (2012)
(vertical profile) Arney et al. (2014), and Sandor and Clancy (2017) (boxed region).
ClO observation from Sandor and Clancy (2018).
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2.3.5 Other Species

Model profiles for NOx species are presented in Figure 2.12. NO has been

observed by Krasnopolsky (2006) and was interpreted to be sourced from lightning in

the lower atmosphere. We find that any lower atmosphere NO mixing ratio is readily

mixed into the middle atmosphere. This is consistent with Krasnopolsky (2006) but is

agnostic to the source of NO in the lower atmosphere. No significant chemistry affects

the NOx species outside of photochemistry in our current model.

Figure 2.12: Nominal model profiles for the NOx group. Observation of NO from
Krasnopolsky (2006).

Figure 2.13 shows the model profiles for the Sx species. Data analysis of the

Venera 11 spectra by Krasnopolsky (2013) has provided measurements for S3 and S4

abundance below the clouds. In that work an updated lower atmosphere model is

also presented that can match these observations by including the photolysis pathway
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S4 −−→ S3 + S. The Sx chemistry is some of the least constrained in the entire model.

The reactions used in this work come primarily from Moses et al. (2002) although

those rate constants still lack experimental or ab-initio validation. While the pathway

proposed by Krasnopolsky (2013) may be correct, more lab work is needed to properly

understand this system.

Figure 2.13: Nominal model profiles of Sx and reduced sulfur species. Observation for
S3 and S4 from Krasnopolsky (2013).

2.4 Summary

In this work we perform the first detailed analysis of a Venus atmospheric

chemistry model that extends from the surface through the middle atmosphere. We

find that a large flux of SO2 transported through the cloud layers, independent of the

eddy diffusivity profile, prevents the model from matching the low SO2 observed around
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75 km. We suggest that there is either some unknown chemical sink in the cloud region

or that interactions with the cloud droplets themselves prevent the transport of SO2. We

also propose a new chemical pathway by which SO3 below the cloud deck could convert

OCS to CO. In the preceding sections we have detailed how each chemical system

behaves, however it is equally important to understand how these systems interact.

These systems and interactions are summarized in Figure 2.1. In this section we also

present a summary of outstanding questions raised by this model and the highest priority

laboratory studies that could help address them.

The base of the clouds is one of the most chemically active regions in the

Venusian atmosphere. The excess SO3 released from the thermal decomposition of

H2SO4 is highly reactive as it finds pathways to form the more stable SO2. In the

process it oxidises CO to CO2. Simultaneously it may be actively producing CO from

OCS (Section 2.3.2). However this important chemical pathways still lacks laboratory

measured rate constants adding large uncertainty to this and similar models.

In the middle atmosphere, photochemically produced atomic chlorine is highly

reactive. In this model the abundances of ClO, ClCOx and ClxSO2 were not sufficient

to be significant reservoirs of COx, SOx or Ox. They can, however, act as important

chemical catalysts (Mills and Allen, 2007).

There are two key factors that connect all the chemical groups we have di-

cussed: the radiation field and oxygen abundance. When any species becomes too

abundant it can shield other species from photolyzing radiation. From a modeling per-

spective this means an overabundance of one phyotochemically active species can impact
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chemically unrelated species (see the example of SO2 and ClO in Section 2.3.4). Given

the large temporal variability of SO2 (Encrenaz, T. et al., 2012), future work should

also explore the effects such shielding may have in the Venusian atmosphere.

The oxygen abundance of the middle atmosphere sets the relative abundance

for many species. Yet, as noted in Section 2.3.3, models consistently over estimate the

O2 abundance. ClCO(O)O may be an important intermediate species in facilitating

CO oxidation to CO2 in the middle atmosphere (Mills and Allen, 2007). More work is

needed to understand the plausibility of these reactions and how such pathways could

impact these chemical networks.

As an integration of previous models and observations we think it is useful

to summarize the key outstanding questions in Venus atmospheric chemistry. These

questions are all demonstrated in earlier sections and have been discussed to varying

degrees by previous authors. They are presented in no particular order.

• SO2 flux through clouds: What limits the flux of SO2 through the cloud deck

and why is this process so temporally variable? (Section 2.3.1)

• OCS destruction at 35 km: What chemical pathway controls the sudden de-

cline in OCS at ∼35 km altitude? (Section 2.3.2)

• Surface chemistry: What are the surface reactions that buffer CO and OCS

and on what timescales can those be maintained? (Section 2.3.2)

• O2 abundance: What process is catalyzing photochemically-created Ox back to

CO2? (Section 2.3.3)
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Addressing these questions will require both a better understanding of physical processes

(i.e. transport and condensation) as well as new laboratory measurements of reaction

rates.

In this work we find that, due to chemical interactions, different species exhibit

very different responses to kzz (Figures 2.7 and 2.10). While our 1D work suggested

that the observed drop in the SO2 mixing ratio cannot be resolved by transport, future

3D GCM studies including more realistic radiative heating and cooling, microphysical

cloud processes, gas chemistry, and hydrodynamics could shed more light on the detailed

chemical-transport mechanisms in the system and further investigate this problem and

the possible solution. The globally averaged kzz from these 3D models should also be

complemented by more observational estimates of the kzz either through revisiting the

methods of previous studies (von Zahn et al., 1979; Woo and Ishimaru, 1981; Lane and

Opstbaum, 1983) or new methods.

In our model, ∼40% of the reaction rate coefficients have no lab-measured

value and many more rate coefficients are based solely on upper limits or rates at one

temperature (Table S1). Given this, it is important to highlight the reactions that have

the largest effect in our model and are also lacking any constraints on their reaction

rate constants.

The reaction for which lab measurements would have the largest impact on

our understanding of lower atmosphere chemistry is SO3 + OCS −−→ products. As

discussed in Section 2.3.2, understanding this reaction is key to understanding if and

how the CO and OCS cycles are linked in Venus’s atmosphere. A related process is
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CO + SO3=CO2 + SO2 which is critical for re-oxidizing CO at the cloud base, but also

has no measured rate coefficient.

Another gap in our laboratory measurements is understanding the chemistry

and stability of the ClxOx groups. Species such as ClCO(O)O and ClS have been

proposed to be important in the recycling of Ox back to CO2 and thus bringing model

O2 values in line with observations (Section 2.3.3 and Mills and Allen (2007)).

Finally the Sx chemistry plays a large role in several outstanding questions.

Sx species have been proposed to be the the sulfur source for the SO2 inversion layer

(Section 2.7 and Zhang et al. (2012)). Our ability to interpret the observed lower

atmosphere abundances of S3, S4, and OCS is also limited by our understanding of

these rates (Section 2.3.2).
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Chapter 3

Implications of the Observed

Pluto-Charon Density Contrast

This chapter is a slightly modified reprint of work previously published as

Bierson, C. J., F. Nimmo, and W. B. McKinnon (2018) ”Implications of the observed

PlutoCharon density contrast.” Icarus 309, 207-219.

Abstract

Observations by the New Horizons spacecraft have determined that Pluto has

a larger bulk density than Charon by 153 ± 44 kg m−3 (2σ uncertainty). We use a

thermal model of Pluto and Charon to determine if this density contrast could be due

to porosity variations alone, with Pluto and Charon having the same bulk composition.

We find that Charon can preserve a larger porous ice layer than Pluto due to its lower

gravity and lower heat flux but that the density contrast can only be explained if the
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initial ice porosity is & 30%, extends to & 100 km depth and Pluto retains a subsurface

ocean today. We also find that other processes such as a modern ocean on Pluto,

self-compression, water-rock interactions, and volatile (e.g., CO) loss cannot, even in

combination, explain this difference in density. Although an initially high porosity

cannot be completely ruled out, we conclude that it is more probable that Pluto and

Charon have different bulk compositions. This difference could arise either from forming

Charon via a giant impact, or via preferential loss of H2O on Pluto due to heating during

rapid accretion.

3.1 Introduction

The New Horizons spacecraft has provided a wealth of new information about

the Pluto system (Stern et al., 2015) and has spurred a number of modeling efforts to

understand these observations. Desch (2015) and Desch and Neveu (2016) have modeled

the process of differentiation on early Pluto and Charon (or their precursors in the case

of an impact formation). Malamud et al. (2016) modeled the role serpentinization may

play in the extensional tectonics observed on Charon (Beyer et al., 2016). Hammond

et al. (2016) used thermal modeling to show that if Pluto’s subsurface ocean froze

completely ice II may have formed, causing contraction. Given that no contractional

features are observed on Pluto’s surface they infer that Pluto must still have a subsurface

ocean today. In this work we apply a thermal model similar to these to examine the

implications of the bulk density difference between Pluto and Charon.
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Bulk density is one of the most important measurements for determining the

first order structure and composition of any world. Prior to 2015, bulk density measure-

ments of Pluto and Charon were limited by the poorly known radius of Pluto (Tholen

and Buie, 1997; Lellouch et al., 2009). This uncertainly was large enough that it could

barely be determined whether Pluto and Charon had any difference in density at the 2σ

level (Brozović et al., 2015). With the images acquired by New Horizons, the radius of

Pluto has been measured with an error of less than two kilometers (Stern et al., 2015;

Nimmo et al., 2016b). These results show that Pluto and Charon have distinct bulk

densities (1854±11 and 1701±33 kg m−3 respectively). This difference in density raises

the question of whether Pluto and Charon must be compositionally distinct, or if this

observation could be consistent with bodies that have the same bulk composition.

This observed difference in density (∆ρPC = 153± 44 kg m−3) at first glance

appears small given that it is ∼ 10% of Pluto and Charon’s bulk density. The changes

needed to achieve this density contrast without a difference in bulk composition, how-

ever, are dramatic. To give some sense of the scale of change required, it would require

melting Pluto’s entire ice shell to match the observed density contrast (McKinnon et al.,

2017).

Determining if Pluto and Charon have different rock/ice ratios is an impor-

tant constraint on formation models of the Pluto-Charon system (Nesvorný et al., 2010;

Canup, 2005, 2011). There are two primary models for how Pluto and Charon might

have formed. One is that Pluto and Charon may have formed in-situ via gravitational

collapse (Nesvorný et al., 2010). In this scenario there is no obvious mechanism which
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might cause one body to preferentially accrete rock or ice; it therefore predicts that

Pluto and Charon should have the same inital bulk composition. Alternatively, Charon

could have been formed in a giant impact, analogous to the Earth-Moon forming im-

pact. Published models support a low velocity impact between partially differentiated

impactors (Canup, 2011). In this scenario there is a grazing impact where a remnant

of the impactor is captured (Charon) and a disk of ice-dominated material is created.

Some of this disk reaccretes onto Charon and some of the disk may go on to form the

smaller outer moons (Canup, 2011), resulting in a Charon that may be ice-rich relative

to Pluto.

In this work, we investigate whether the observed bulk density difference re-

quires a difference in composition. We examine a number of sources of density contrast

to determine if any of those could explain the magnitude of difference observed. We con-

sider density contrasts due to differences in porosity, subsurface oceans, self-compression,

water-rock interactions (i.e. serpentinization), and volatile loss. We focus on porosity as

it is the mechanism capable of producing the largest density contrast. We find that to

match the observed density contrast Charon must have an ice shell with ∼ 30% porosity

to ∼ 100 km depth. We also present arguments why this large porous layer is unlikely to

exist and instead favor a compositional difference between Pluto and Charon to explain

the density contrast.
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3.2 Thermal Evolution and Pore Closure Model

To test if the density contrast between Pluto and Charon can be explained by

differences in the thickness of a porous layer we used a 1D conductive thermal model

based on Nimmo and Spencer (2014). We set the same initial rock to ice ratio for Pluto

and Charon and model their thermal evolution in order to determine if the density

contrast can be explained without differences in composition. The key effects that

generate density contrast are changes in the porous structure and the final state of a

subsurface ocean.

To fully test porosity as an explanation for the observed density contrast we

focus on the most favorable initial conditions. In our model Pluto and Charon are dif-

ferentiated; this is consistent with the observation that both Pluto and Charon show no

compressional features that would be expected from high-pressure ice phases forming

at depth if they were not differentiated (Stern et al., 2015; Moore et al., 2016; McKin-

non et al., 2017). The initial porosity extends from the surface to the base of the ice

shell and has a constant value ψ0. Having such a thick initial porous layer after differ-

entiation, even if full differentiation follows a giant impact, may or may not be likely

but provides an important end-member case. Although we do not explicitly include

impact-generation of porosity at later epochs (Milbury et al., 2015), the depth to which

such porosity extends will probably be limited to ∼ 10 km at most because of the low

velocity and restricted sizes of likely impactors (discussed in Section 3.4.1). Porosity

of the silicate core is unlikely to affect the overall bulk density for reasons discussed in
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Section 3.3.2 below.

The start time for thermal evolution is assumed to be after the decay of short-

lived isotopes like 26Al (Kenyon, 2002). Our model takes into account the decay of

the long-lived isotopes 238U, 235U and 40K. The abundances of these elements in the

core is assumed to be the chondritic value using the abundances of Robuchon and

Nimmo (2011). We adopt a cold (150 K), isothermal initial state and assume that

a specified porosity initially extends throughout the entire ice mantle. Differentiation

probably requires temperatures higher than 150 K, but higher initial temperatures would

permit ice flow and reduce the initial porosity. The initial temperature assumed is not

very important for the long-term porosity evolution, because the long-term evolution

is determined mainly by the energy associated with radioactive decay (Robuchon and

Nimmo, 2011). Sensitivity tests found that lowering the initial temperature from 150

K to 50 K lowered the final density of Charon by ∼ 15 kg/m3 because slightly more

porosity was preserved.

We assume both Pluto and Charon have conductive ice mantles (the effect

of ice convection is discussed in Section 3.2.1.2). The local melt temperature of each

layer is pressure-dependent following Leliwa-Kopystyński et al. (2002). For all the runs

presented here we assume there is no ammonia present (discussed in Section 3.2.1). We

modify the original code of Nimmo and Spencer (2014) to include the variable thermal

conductivity of water ice (Petrenko and Whitworth, 2002; Hobbs, 1974; Hammond et al.,

2016), the effect of porosity on thermal conductivity, as well as conservation of mass

(A). The model self-consistently adjusts the thermal conductivity (k) for each grid point
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(i) as pore closure proceeds. We modify the conductivity according to the lower bound

derived by Shoshany et al. (2002),

ki(φ) = kice(T )

(
1− φ

φp

)(aφ+b)

(3.1)

where φ is the layer porosity and T is the temperature in Kelvin. kice(T ) and the

constants a, b, and φp are given in Table 3.1. The effect of porosity on thermal con-

ductivity is generally less than that of the temperature but does become important for

high porosity cases (> 20%). The temperature dependence of specific heat (Cp) was

not included as sensitivity tests found its effect on the long term evolution negligible

(less than 0.1% change in the final density for a factor of four change in Cp).

To account for the radial variation in conductivity, layer thickness (∆z), and

density (ρ) of each grid point (subscript i), we update the discretized heat conduction

equation from Nimmo and Spencer (2014) to use to that of (Kieffer, 2013) modified to

the spherical geometry. The following equation is derived in Appendix A.

∆Ti =
−2∆t

ρiCpi∆zir2
i

r2
i+1/2

Ti+1 − Ti
∆zi+1

ki+1
+ ∆zi

ki

− r2
i−1/2

Ti − Ti−1

∆zi−1

ki−1
+ ∆zi

ki

 . (3.2)

Here ∆t is the model timestep and ri is the radial location of the cell i.

The change in φ with time is modeled as depending on the pressure (P ) and

viscosity (η) (Fowler, 1985; Nimmo et al., 2003; Besserer et al., 2013) via

dφ

dt
= −φP (r)

η(T )
. (3.3)

Besserer et al. (2013) performed a direct comparison of this model with the more sophis-

ticated model of (Eluszkiewicz, 2004) and qualitative comparisons with (Castillo-Rogez
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et al., 2007) and (Eluszkiewicz, 1990). In each case they found a negligible difference.

The pressure at each radial layer of index i is calculated as

Pi = Pi+1 + ρigi∆zi (3.4)

where ∆zi and gi are the layer thickness and the local gravitational acceleration re-

spectively. We assume the surface pressure is P = 0. For each layer gi is computed

as

gi =
G

r2
i

i∑
j=0

mj (3.5)

where G is the universal gravitational constant and mj is the mass in layer j. The local

viscosity is a strong function of the local temperature (T ) and is computed via

η = η0 exp

[
Q

Rg

(
1

T
− 1

T0

)]
(3.6)

where η0 is the reference viscosity, T0 is the reference temperature, Q is the activation

energy, and Rg is the gas constant.

As pore space closes and an ocean melts/freezes the density, and therefore

the thickness, of each layer can change. Because we are interested in the bulk density

evolution it is important to conserve mass as these density changes occur. The change

in a given layers thickness can be most easily defined in terms of the ratio of the initial

to final density of that layer,

Ψ ≡ ρ0

ρf
. (3.7)

As derived in Appendix A, we can relate Ψ to the change in the radial position of the top

of the layer (∆R) in terms of the initial layer thickness (∆z0) and the original location
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of the layer top (Rt,0) assuming a fixed bottom boundary.

∆Rt =


[(

1− ∆z0

Rt,0

)3

(1−Ψ) + Ψ

]1/3

− 1

Rt,0 (3.8)

After that layer expands or contracts the radial position of all the layers above need to

be adjusted accordingly. The spherical geometry causes the change in the radial position

of the layer bottom (∆a) to be different from the change of the radial position of the

layer top (∆b). For the layer immediately above the layer that has changed density,

∆R = ∆a. With this constraint, and conservation of volume, we can calculate the

change in layer thickness (∆(∆z)) for each layer above the layer that changed density.

∆b =


[(

1 +
∆a−∆z0

Rt,0

)3

−
(

1− ∆z

Rt,0

)3
]1/3

− 1

Rt,0 (3.9)

∆(∆z) = ∆b−∆a (3.10)

Because the radial position of each layer, R, is assumed to be at the layer center (not

the center of mass), the change in the layer center is given as

∆R =
∆a+ ∆b

2
(3.11)

With the above equations we are able to conserve mass with a relative error over an

entire run of ∼ 10−5. For comparison, runs that keep the layer thickness fixed as the

density changes have an error in the mass of ∼ 10−2.

All of the parameter values used, along with the ranges tested for sensitivity,

are listed in Table 3.1. These parameter values are largely based on those of Robuchon

and Nimmo (2011). Each model run uses 100 cells in the core and enough cells in the ice
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mantle so that the layer thickness is less than 2 km. This spatial scale was determined

from a set of resolution tests. The model ∆t is recalculated at the start of each timestep

using the Courant criterion as

∆t = 0.3 min(∆z2
i ρiCpi/ki). (3.12)

The model is initialized with a constant temperature of 150 K throughout the body

and porosity throughout the entire ice shell. Throughout the temperature evolution the

surface temperature is fixed at Ts. These initial conditions are set up to be the favorable

for porosity surviving in the ice mantle to determine the maximum ∆ρPC that can be

achieved via a porous ice shell.

3.2.1 Model Results

For each pair of model runs Pluto and Charon are started with their observed

mass, a fixed ice to rock ratio, and an initial ice porosity. Because the ice mantle begins

porous, the initial radius of Pluto and Charon in most cases exceed their observed

values. At the end of each run we can evaluate whether the final radii (and therefore

the bulk density) match the observations.

3.2.1.1 Thermal Histories

Before comparing the runs in aggregate it is instructive to look at individual

cases. From Equations 3.3 and 3.6 we can see that both higher pressures (due to large g)

and higher temperatures on Pluto should lead to less porosity being preserved through

time than on Charon. Each run starts with a silicate interior (ρc = 3500 kg/m3) and ice
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Table 3.1: Parameters used.

Symbol Nominal Value Units Variation Range

Reference Viscosity η0 1014 Pa s 1013 − 1017

Viscosity Reference
Temperature

T0 270 K

Activation Energy Q 60 kJ/mol
Ice Thermal Conduc-
tivity

kice 0.4685 + 488.12/T W/(m K)

Core Thermal Con-
ductivity

kc 3.0 W/(m K) 1.0− 4.0

Initial Porosity φ0 0.2 0.0-0.3
Empirical porosity-
conductivity coeff.

a 4.1

Empirical porosity-
conductivity coeff.

b 0.22

Empirical porosity-
conductivity coeff.

φp 0.7

Surface Temperature Ts 40.0 K
Initial Temperature T0 150.0 K 150-250
Ice Specific Heat Cpice 1930 J/(kg K)
Core Specific Heat Cpc 1053 J/(kg K)
Ice Density ρice 950 kg/m3 950
Ocean Density ρw 1000 kg/m3

Core Density ρc 3500 kg/m3 2500-3500
Latent Heat of Ice LH 3.33× 105 J/kg
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mantle (ρi = 950 kg/m3). This ice density is slightly higher than pure water ice (∼ 920

kg/m3) to take into account dust and clathrates in the ice shell. The concentration

of such impurities is highly uncertain and therefore their potential effects on other

parameters such as thermal conductivity are not included in this model. Each of pair of

runs starts with a Pluto and Charon that have the same silicate mass fraction (frock).

At the start of each run we introduce an initial porosity, φ0, throughout the ice mantle.

This allows us to evaluate the maximum ∆ρPC due to differences in the porous structure

and the presence of an ocean.

A nominal model output is presented in Figure 3.1. On Pluto, the porosity

within ∼ 100 km of the core closes on the order of 108 years due to the high pressure.

Over the first few billion years, the decay of long lived radioisotopes heats the core

to > 1000 K. If the thermal conductivity of the core is high enough and the core is

sufficiently dense, an ocean will form that can persist to the present day (See Appendix

C). A present day ocean on Pluto is consistent with the model of Hammond et al. (2016)

(discussed more below) and some observational evidence (Moore et al., 2016; Nimmo

et al., 2016a). As this ocean forms and the ice mantle warms, more of the porosity is

destroyed by viscous relaxation. The final thickness of the porous layer can vary from

50-170 km. The dominant control on this thickness is the initial porosity, φ0, and the

thermal conductivity of the core, kc. If φ0 is larger, the conductivity of the ice shell

is reduced by a larger amount (Equation 3.1) causing more heat to become trapped in

the ice shell. This raises temperatures, lowering the ice viscosity and destroying more

of the porosity. Similarly if kc is larger heat is more rapidly transferred from the core

51



into the ice and more porosity is destroyed.

On Charon, the final porous layer is generally ∼ 15 km thicker than on Pluto

due to Charon’s lower gravity and heat flux. For most of the explored parameter space

no ocean ever forms on Charon. In those runs when an ocean does form it never persists

to the present day (See Appendix C). Not forming an ocean is seemingly at odds with

the widespread extensional features on Charon’s surface (Moore et al., 2016), but may

be reconciled in number of ways. The first is Charon may have had additional heating

from tidal dissipation early in its history (Cheng et al., 2014; Barr and Collins, 2015)

which would reduce porosity in Charon’s shell. Second, Charon may have an ammonia

concentration sufficient to allow a cold ocean to form. Such an ocean would not have

a significant effect on the preservation of porosity in the upper ice mantle since there

would still be a very low heat flux. Third, the extensional features may not be due to

the refreezing of an ancient ocean but due to the serpentinization of Charon’s silicate

core. This is the scenario proposed by Malamud et al. (2016) and discussed further in

Section 3.3.4.

3.2.1.2 Density contrast Results

The results of this parameter space exploration are summarized in Figure 3.2.

The largest control on the bulk density is the initial porosity. In particular, to generate

the observed ∆ρPC , an initial porosity of 30% or more is required for almost all param-

eter combinations. This high porosity needs to extend to significant depths (& 100 km)

but this is easily achieved due to the low temperatures and pressure in Charon’s ice shell.
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Figure 3.1: Thermal histories of Pluto and Charon. For this run frock = 0.69 ρc = 3500
kg/m3, kcore = 3.0 W/ m K, φ0 = 0.30. Temperature is contoured at a 100 K interval.
The horizontal brown line is the top of the silicate core, the dashed magenta line contours
the bottom of the porous layer and the thick black line is the top of the ocean layer. In
this run Pluto forms a substantial ocean that persists to the present day. Charon forms
an ocean 40 km thick that then refreezes. Charon maintains a larger porous layer than
Pluto due to lower temperatures and pressure in the ice mantle. At the end of this run
Pluto and Charon have radii of 1191 km and 605.2 km. This run gives ∆ρPC = 132
kg/m3, within the 1σ error of the observed density contrast.

Charon could still develop an ocean <50 km thick which then refroze (consistent with

the observed extensional tectonics; (Beyer et al., 2016)) without violating this depth re-

quirement. We widely varied the ice viscosity, initial porosity, core conductivity, melting

temperature, and core density to characterize the sensitivity of our results (Table 3.1).
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Changes in η0 and kc have a notable effect on how much porosity is preserved, but have

a small effect on ∆ρPC because the magnitude of this change is nearly equal on Pluto

and Charon. Changing the core density does change frock but because the effect is the

same on Pluto and Charon it does not generate a density contrast.

It is important to investigate how the presence of ammonia would affect our

results. If the oceans of Pluto and Charon contain a significant fraction of ammonia

they will be colder, larger in extent, and less dense. The colder ocean will limit the heat

flux in the ice shell causing porosity to only be destroyed nearer the ocean itself and

potentially only when the ice melts. This effect however, will be outweighed by the fact

that a larger ocean will form. Of importance for this work, there is no reason to suspect

radically different ammonia concentrations on Pluto and Charon and as such this will

have a negligible impact on our results. If there is a significant fraction of ammonia

in Pluto’s modern ocean it would make that ocean less dense, the opposite effect that

would be needed to explain ∆ρPC . These effects together imply that our results (with

no ammonia) may represent the best case scenario for generating a density contrast

without requiring bulk compositional variation.

Another factor not in our model is convection in the core and/or ice shell. If

the cores of Pluto and Charon are porous, hydro-thermal convection could occur for

permeability above ∼ 10−15 m2 (Turcotte and Schubert, 2014). This would increase the

heat flux out of the core. This would have the same effect on the ice shell as varying

the thermal conductivity of the core shown in Figure 3.2 (more discussion in Section

3.3.2). Ice shell convection is unlikely to occur on Charon due to its small size. In
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contrast, Robuchon and Nimmo (2011) found that for Pluto with η0 < 5 × 1015 Pa

s convection occurs. Robuchon and Nimmo (2011) find that when present, the more

efficient heat transport due to convection cools the ice shell and prevents an ocean from

forming. Conductive and convective shells develop near-surface temperature structures

which are almost identical (Robuchon and Nimmo, 2011), because irrespective of how

heat is transferred at depth, in the near-surface conduction always dominates. Since

it is only in this cold region that porosity can persist, the porosity structure will be

almost unaffected by whether conduction or convection operates. In contrast, the lack

of a thick ocean for a convective Pluto would lead to a less dense Pluto, making the

density contrast harder to explain. Again this implies that our model runs are providing

an estimate of the maximum density contrast case.

3.2.1.3 Comparisons to other Thermal models

The only other Charon model to estimate pore closure is described in Malamud

and Prialnik (2015) and Malamud et al. (2016). The aim of Malamud and Prialnik

(2015) was to explain the difference in density between Charon, Orcus, and Salacia as

differences in the porosity of these three Kuiper belt objects. Malamud et al. (2016) used

an updated version of the same model to understand the extensional features on Charon

found by New Horizons (Stern et al., 2015; Moore et al., 2016). There are two important

differences between these models and the one presented here. The first is that these

models include serpentinization, and as of Malamud et al. (2016), dehydration reactions

between the originally anhydrous silicates and water. This does affect the energy balance
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Figure 3.2: Final radius for all model runs with ρc = 3500 kg/m3, ρice = 950 kg/m3, η0 =
1014 Pa s. In all cases the mass of Pluto and Charon is consistent with the observations.
Solid lines are lines of constant density contrast. Symbols indicate different rock mass
fractions. This size of the points scales with kc which was varied from 1.0-4.0 W/(m
K) in integer increments. Unfilled markers indicate Charon formed an ocean > 10 km
thick (C). Arrows show the effect that would result from gravitational self-compression
(Section 3.3.1). Note that only porosity has a strong effect ∆ρPC .

of the system as serpentinization reactions are exothermic. This difference (and others)

means that (Malamud et al., 2016) find core temperatures that are ∼ 200 K higher than

in our model. If this were to be included in our model the increase in heat flux would

reduce the amount of porosity that survives on Pluto and Charon to the present day

(reducing the density contrast). Given the large uncertainties involved with modeling

these reactions (Section 3.3.4) we chose not to include them in our model.

The second important difference is in how porosity is treated. The model of

Malamud and Prialnik (2015) and Malamud et al. (2016) use an empirical relationship

between pressure, temperature, and porosity based on experimental data from Durham
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et al. (2010) and Yasui and Arakawa (2009). We adopt the physical model presented

in Section 3.2.1.1. The main difference in these methods is that in the parametrization

method of Malamud and Prialnik (2015) and Malamud et al. (2016) ice of the same

pressure and temperature will apparently always have the same porosity independent

of its history (silicate porosity in their model does have a thermal memory and will not

reform porosity). With the method used in this study, once porosity is destroyed it is

never reformed. It is not clear what physical process may create new porosity at depth

where this difference is likely to manifest. We adopt the simple model described by

equation 3 so we can better interpret the effect parameters like kc and η0 have on the

porosity evolution.

Another model that includes the effects of serpentinization is that of Desch

and Neveu (2016). This model also tracks composition, including ammonia along the

eutectic as oceans form. This focus of this model was for understanding the evolution

of subsurface oceans on Pluto and Charon and their implications for cryovolcanism on

these worlds. Given this aim they do not model porosity in the ice shell. Because of the

larger number of additional factors tracked in Desch and Neveu (2016) and a limited set

of published thermal histories we were not able to make a direct comparison between

their model and the one presented here.

The thermal model used here is very similar to Hammond et al. (2016). Ham-

mond et al. (2016) include the formation of ice II which can, in some circumstances,

occur on Pluto if the ocean freezes completely. Because of the lack of observed com-

pression features and noted extensional features on Pluto (Moore et al., 2016), they
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conclude that Pluto must still have a subsurface ocean and therefore there is no ice II

in the ice shell. Given this result we do not include the formation of ice II in our model.

Because of the similarity between our model and Hammond et al. (2016) we

tried to benchmark our model against theirs. We found that our model results for the

heat flux and ocean thickness through time are very similar to Hammond et al. (2016)

for kc = 2 W m−1 K−1. However, Hammond et al. (2016) predict Pluto should have

a thicker ocean for lower kc, while we find the opposite effect (See Appendix C). This

discrepancy results from a minor error in the code of Hammond et al. (2016); their

corrected results now agree with ours (Hammond, pers. comm).

3.3 Other Mechanisms

3.3.1 Self-Compression

One potential mechanism for generating a denser Pluto is the bulk compression

of Pluto’s interior under the greater lithostatic pressure (P ). For environments where

the pressure is less than the bulk modulus (K) of the material, as is the case for Pluto

and Charon, the change in the material density is given by

dρ

ρ
≈ dP

K
. (3.13)

Due to the low gravity of Pluto and Charon this is a relatively small change in the bulk

density. For these calculations we calculate P as shown in Equation 3.4 and nominal

values for the bulk modulus of ice (Kice = 1010 Pa) and silicates (Krock = 1011 Pa). The

effect of applying Equation 3.13 as a post-processing step to our model runs is shown
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as arrows in Figure 3.2. In general this generates a difference in bulk density between

Pluto and Charon of ∆ρ ∼ 15 kg/m3.

3.3.2 Core Porosity

In our model we only include porosity in the ice shell of Pluto and Charon.

Porosity likely also exists in their cores but given the warm core temperatures this pore

space would likely be filled with liquid water. The question for this study is what effect

would changes in the core porosity have for the bulk porosity. When the porosity in

the ice mantle closes the ice becomes denser, lowering the bulk volume of the body.

Conversely, when the fluid-filled pores in the core close the water is redistributed from

the inner parts of the core to the base of the ocean. If that water stays liquid there is

no change in the bulk volume, and therefore the bulk density is unaffected. If the water

squeezed out of the core then freezes the body radius would increase and thereby lower

the bulk density. Because the compressibility of water is much lower than that of rock,

as the water migrates upwards it will expand slightly in accordance with Equation 3.13.

Due to the low pressures and low temperatures (Equation 3.3) we find for

a silicate viscosity following an Arrhenius dependence (Equation 3.6, η0 = 1020 Pa s,

Q = 300 kJ/mol, T0 = 1400 K ) nearly all porosity present in Charon’s core could survive

the history of the solar system (in the absence of water-rock reactions, considered below).

On Pluto there may be significant pore closure. As noted above however, if the water

remains liquid (as would be the case if Pluto has a present day ocean (Hammond et al.,

2016; Nimmo et al., 2016a; Moore et al., 2016)) Pluto’s bulk density would would be
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slightly lowered, the opposite effect needed to match the observations. If the water from

Pluto’s core froze it would also lower Pluto’s bulk density. If Charon has a more porous

core than Pluto it could also have a lower thermal conductivity unless hydrothermal

circulation were operating (Malamud et al., 2016). This also does not help to match the

observations because in many model runs nearly all the porosity in Charon’s ice shell

survives. Our ability to match the observations is limited by the amount of porosity

that can be removed from Pluto’s ice shell. This porosity reduction would be increased

if the core conductivity of Pluto were increased, e.g., by hydrothermal circulation. In

the absence of such an effect, porosity in the core of Pluto or Charon, or changes in

that porosity, are unlikely to have any effect on their bulk density and may only lower

the density of Pluto.

3.3.3 Thermal Expansion

Assuming a cold start, as Pluto and Charon warm they will expand. We can

estimate how this will affect the bulk density of each object by combining the density

change due to a change in volume (∆V ),

−∆ρ

ρ
=

∆V

V
(3.14)

with the volume change due to thermal expansion,

∆V ≈ V αv∆T. (3.15)

Here αv is the volumetric thermal expansion coefficient. Using αv,ice ≈ 10−4, αv,rock ≈

3 × 10−5 and the temperature changes observed in our modeling (∆Tice ≈ 100 K,
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∆Trock ≤ 1000 K) we estimate ∆ρ ≤ −10 kg/m3. Because Pluto will experience higher

internal temperatures than Charon, this effect will be larger on Pluto (Pluto will become

less dense). This means thermal expansion would produce a small density contrast with

the opposite sign to the observed ∆ρPC .

3.3.4 Serpentinization

If Pluto and Charon have, or have had, active hydrological systems we would

expect water-rock interactions to modify their mineralogy and therefore their density

structure. The extent to which this would occur on Pluto and Charon depends on a

wide range of poorly constrained parameters including the mineralogy and hydrology

of their cores. Modeling by Malamud et al. (2016) suggest that this process could be

wide-spread at least on Charon.

When anhydrous rock and water react to form serpentine the net result is an

increase in density. We can determine how much serpentinization would need to occur to

explain the observed density contrast to assess its plausibility. Applying equation 3.14,

we can relate ∆V to the change in volume due to producing one mole of serpentinite,

∆VS by also including the number of moles of serpentinite, NS .

∆V = NS∆VS (3.16)

The volume change per mole is calculated by

∆VS =
∑

products

ni
Mi

ρi
−

∑
reactants

nj
Mj

ρj
(3.17)
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where nx is the number of moles of the species involved in the reaction, Mx is the molar

mass of the species, and ρx is the density of the species. Values of ∆VS calculated for

different serpentine reactions are given in Table 3.2. Because all these reactions increase

the bulk density, Pluto would have to be more serpentinized than Charon to explain the

observed density contrast. Associated magnetite-forming reactions (Vance et al., 2016)

also increase the bulk density. We can relate the volume of Pluto that would need to be

occupied by serpentinite, VS to produce ∆ρPC , using the density of serpentinite (ρS)

and the molar mass of serpentinite (MS).

NS =
VSρS
MS

(3.18)

−∆ρ

ρ
=
NS∆VS
V

(3.19)

⇒ VS
V

=
−∆ρ

ρ

MS

∆VSρS
(3.20)

Depending on the assumed reaction taking place (Table 3.2), Equation 3.19 predicts

∼ 80% of Pluto’s total volume would have to be serpentinized to match the observed

density contrast. This estimate is a lower limit as it assumes no serpentinization in

Charon.

The volume fraction of Pluto and Charon that undergo serpentinization is de-

pendent on the availability of water in the silicate core and the thermal stability of

serpentine minerals. Ideally we could choose a temperature cutoff above which serpen-

tinite is unstable and track that isotherm in the model output. The model of Desch

and Neveu (2016) has dehydration occur over a range of temperatures between 700-850

K. Malamud and Prialnik (2016) use temperature-dependent reactions rates from ex-
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periments by Sawai et al. (2013) and estimate such a cutoff at 675 K. The experimental

data is mixed with prograde experiments (constantly increasing temperature with time)

finding dehydration temperatures of 875 K to 1075 K (Sawai et al., 2013) while isother-

mal studies find dehydration temperatures of 725 K to 875 K (Wegner and Ernst, 1983;

Candela et al., 2007; Inoue et al., 2009; Dlugogorski and Balucan, 2014). Because of this

large uncertainty we opt to not choose any particular temperature for the stability and

instead do a more qualitative comparison between Pluto and Charon. Because Charon

has lower core temperatures, a much larger volume fraction of Charon’s core will be

favorable for serpentinite compared to Pluto. This would have the net effect of making

Charon more dense than Pluto, the opposite of the observations. It is hard to contrive

a situation wherein Pluto would be more serpentinized than Charon.

Given that Charon is likely to be more serpentinized and serpentinization

increases the bulk density, we expect serpentinization to have the opposite net effect

to that needed to explain the observed density contrast. It is worth noting that there

may be secondary chemical reactions may have moderating effects. In summary, while

more detailed modeling could be carried out, the simple analysis used here implies that

serpentinization is unlikely to explain the density contrast.

3.3.5 Volatile Loss

Spectroscopic data of Pluto’s surface suggests it has more high vapor pressure

volatile elements including, N2, CH4, and CO, than Charon (Buie et al., 1987; Marcialis

et al., 1987; Protopapa et al., 2008; Cruikshank et al., 2015). These findings have been
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Table 3.2: Volume change per mole serpentinite produced calculated using Equation
3.17. Reaction 1 is that used by Malamud et al. (2016). All reactions result in a overall
decrease in volume which would lead to a larger bulk density. Mineral densities used
are all at Earth surface temperature and pressure (Table B.1). Star indicates value is
uncertain due to the small differences in mineral density and the precision of the density
measurements (Ahrens and Gaffney, 1971).

Reaction ∆VS (m3/mol)

1) Mg2SiO4 + MgSiO3 + 2 H2O −−→ Mg3Si2O5(OH)4 < 10−6 *
2) 3 Mg2SiO4 + SiO2 + 4 H2O −−→ 2Mg3Si2O5(OH)4 −8.5× 10−6

3) 2 Mg2SiO4 + 3 H2O −−→ Mg3Si2O5(OH)4 + Mg(OH)2 −1.1× 10−5

confirmed by New Horizions which found that Charon’s surface is almost exclusively

water ice with some exposed NH3 around fresh craters (Grundy et al., 2016). This

difference is likely due to Charon’s lower gravity allowing these volatiles to be lost to

space via escape processes (Schaller and Brown, 2007; Brown, 2012). There are no

observations that allow us to determine if Charon has lost its entire inventory of these

volatile species or if some are retained in the subsurface.

For this work it is of interest to determine how the loss of these volatile ices

would affect Charon’s bulk density. To make an initial estimate we assume cometary

abundances of these species relative to water (Eberhardt et al., 1988; Crovisier, 1994;

Mumma and Charnley, 2011). We focus on CO as it is an order of magnitude more

abundant than N2 and CH4 and accordingly has the largest impact on the bulk density

change. Assuming a CO ice density of 1000 kg/m3 (Jiang et al., 1975) and present

at 10% abundance relative to water ice, the loss of all CO would lead to a increase in

the bulk density of Charon by ∼ 200 kg/m3. While we do not know what fraction of

Charon’s volatile ices have been lost, this effect has the opposite sign of what would be

needed to explain the Pluto-Charon density contrast.
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3.4 Discussion

The difference in density between Pluto and Charon appears at a first glance

to be too small to be of much significance. However, what our analysis shows is that

assuming the same bulk composition, this density contrast can only be explained if

Charon has a high initial porosity (& 30%), that still extends to great depths in Charon’s

ice shell (& 100 km) and Charon has not lost a significant fraction of its volatile ices

(Section 3.3.5) and is not significantly more serpentinized than Pluto (Section 3.3.4).

3.4.1 Initial porosity

Forming and retaining a thick (& 100 km) porous layer within Charon is

required to explain the observed density contrast. Impacts are known to be able to

both create and destroy porosity. Which effect dominates depends on the details of the

impact including the preimpact porosity (Arakawa et al., 2002; Milbury et al., 2015).

The aggregate long term effect is impacts generate porosity up to some equilibrium

value. On the Moon, impact-generated porosity of 15% persists to depths of ∼ 15 km

(Wieczorek et al., 2013; Besserer et al., 2014); the lower-velocity impacts in the Pluto-

Charon system may result in a thinner impact-generated porous layer. Thus, the thick

porous layer required to match the density contrast must be the result of primordial

(accretionary) processes. This could include one or more giant impacts. Given the

geologic evidence that Charon is differentiated (Stern et al., 2015; Moore et al., 2016;

McKinnon et al., 2017), this porous layer must also survive (or be formed after) the
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differentiation and/or impact formation process.

Unfortunately, there is as yet little understanding of how porosity accumulates

during the accretion process. Comets have a porosity of 60%−90% (Consolmagno et al.,

2008), and Hyperion, with a mean radius of 135 km, has a porosity of >40% (Thomas

et al., 2007). Larger bodies are expected to retain less porosity due to self-compaction.

Baer et al. (2011) show that estimated asteroid porosities decrease with increasing size,

with estimated porosities of up to 60% at 150 km radius but not exceeding 20% for bodies

with radii in excess of 200 km. This holds for both S and C group main belt asteroids,

the only two groups for which enough data was available. Ice has a compressional

strength an order of magnitude less than that of rock, and ice flows more readily at

the same temperature, so icy bodies of a comparable size would be expected to have

less porosity1 Yasui and Arakawa (2009) use experimental measurements to suggest a

maximum porosity of 20% for ice at 218 K and 30 MPa (the pressure at 100 km depth

on Charon). Taken together, these results suggest that requiring 30% porosity to extend

to >100 km on depth is unlikely.

3.4.2 Implications for Other KBOs

If Pluto and Charon have different bulk compositions, that helps constrain how

they - and potentially other Kuiper Belt objects - formed. These issues are discussed

at length in (McKinnon et al., 2017), but we will briefly mention some key issues here.

Although the different compositions of Pluto and Charon could potentially be reconciled

1Some asteroids may have undergone compaction due to early 26Al heating. This process is less
likely to be relevant in the outer solar system due to much longer formation timescales (Kenyon, 2002).

66



with direct gravitational collapse (see above), the existence of the small icy satellites

of Charon does not support this hypothesis. The Pluto-Charon system more likely

formed from a giant impact between partially-differentiated precursors (Canup, 2011);

similar giant impacts are also likely responsible for the extreme variation in density

observed across other, comparably-sized KBOs (McKinnon et al., 2017, and Chapter 4).

Unfortunately, the differentiation state of these bodies is poorly known, but it seems

likely that different accretion scenarios will lead to quite different predicted internal

structures.

3.5 Conclusion

The difference in Pluto and Charon’s density can only be explained by poros-

ity alone in a very extreme case (>30% initial porosity). Arguments presented above

suggest that such high initial porosity values are unlikely for such large objects. From

this we conclude that Pluto and Charon must have different rock to ice ratios with Pluto

having a larger silicate fraction. This observation is consistent with an impact formation

model of the Pluto-Charon system or a scenario whereby Pluto formed quickly enough

to lose a significant fraction of its original water ice content via accretional heating.

Future works should investigate the feasibility of forming Pluto fast enough for this

mechanism to occur and the amount of volatiles that may escape during this formation

period.
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Chapter 4

Using the density of Kuiper Belt

Objects to constrain their composition

and formation history

This chapter is a slightly modified reprint of work previously published as

Bierson, C. J., & Nimmo, F. (2019). ”Using the density of Kuiper Belt Objects to

constrain their composition and formation history”. Icarus, 326, 10-17.

Abstract

Telescopic observations of Kuiper Belt objects have enabled bulk density de-

terminations for 18 objects. These densities vary systematically with size, perhaps

suggesting systematic variations in bulk composition. We find this trend can be ex-

plained instead by variations in porosity arising from the higher pressures and warmer
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temperatures in larger objects. We are able to match the density of 15 of 18 KBOs

within their 2σ errors with a constant rock mass fraction of 70%, suggesting a composi-

tionally homogeneous, rock-rich reservoir. Because early 26Al would have removed too

much porosity in small (∼ 100 km) KBOs we find the minimum formation time to be 4

Myr after solar system formation. This suggests that coagulation, and not gravitational

collapse, was the dominant mechanism for KBO formation, or the gas disk lingered in

the outer solar system. We also use this model to make predictions for the density of

Makemake, 2007 OR10, and MU69

4.1 Introduction

As of this writing there are 18 Kuiper Belt systems in which the orbit of

the secondary has been determined well enough to meaningfully estimate the system

mass (Table D.1). In these cases, with the addition of radii measurements from either

occultation or direct imaging, the primary’s density can be determined. In small KBOs

the uncertainty in radius can be large, leading to a large uncertainty in density. Despite

this there is a clear systematic trend of larger objects also having a higher density

(Brown, 2012).

There are at least three mechanisms that could generate the oberved KBO den-

sity distribution. The first is that large KBOs could contain higher density ice phases.

However, the low internal pressures in even the largest KBOs (Grundy et al., 2007;

Brown, 2012), along with an absence of any evidence for such high-pressure phases in
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Pluto (McKinnon et al., 2017), rules out this possibility. The second is there could be

a compositional difference between small and large KBOs. This would require smaller

KBOs to be significantly more ice rich than their larger counterparts (Brown, 2012).

The most commonly discussed mechanism to generate such a difference is large disrup-

tive impacts. Modeling has been done to estimate the effect impacts could have on

the bulk density of particular systems (Leinhardt et al., 2010; Canup, 2011; Barr and

Schwamb, 2016) but not on the overall density distribution. Estimates using existing

scaling laws suggest that impacts are an implausible explanation due to the large frac-

tion of material that would need to be removed from the system (Brown, 2012). A

compositional gradient could also arise if larger bodies could lose volatiles preferentially

due to accretional heating (McKinnon and Mueller, 1988; Bierson et al., 2018) but we

show below that this mechanism is not plausible. The third possibility is that small

KBOs contain substantial porosity (Brown, 2012) not present in larger bodies, and is

the focus of this work.

Experimental work has shown a series of processes that remove macro-porosity

in different temperature-pressure regimes. Below 1 MPa significant macro porosity

can be maintained in cold water ice (Durham et al., 2005; Yasui and Arakawa, 2009).

Between 1 and 10’s of MPa brittle failure begins to cause the porosity to fall rapidly.

In this regime pore closure is independent of temperature. The degree of pore closure

due to brittle failure is dependent on the rock mass fraction. At pressures greater than

10’s of MPa ductile deformation dominates. In this high pressure regime compaction

depends on both temperature and rock mass fraction. Durham et al. (2005) found that
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pure water ice at temperatures of 77 K could support porosity of 10%-20% beyond 100

MPa. In contrast Yasui and Arakawa (2009) found pure water ice samples at 260 K

would contain only ∼1% porosity at 30 MPa.

In this work we test if porosity is able to explain the observed density distri-

bution of KBOs. This is done with a model of KBO thermal evolution coupled with the

porosity evolution. We examine the sensitivity of these results to the KBO rock mass

fraction and formation time. We find that the observed density distribution can be well

fit with a nearly uniform rock mass fraction. We also find that small KBOs ( ∼ 100 km)

must have formed after the decay of 26Al to maintain their high porosity. We discuss

the implications of these results for KBO formation.

4.2 Model

We use a 1D model to probe the effect of the two different pore-closure pro-

cesses on the bulk density. All model runs begin with an undifferentiated KBO that

has an initial bulk porosity φ0 and rock mass fraction fm = Ms/(Ms +Mi). Here Ms is

the mass of the silicates and Mi is the mass of the ice. For each model run the effect of

brittle failure is calculated followed by the thermal-ductile pore closure modeling.

Brittle failure is assumed to take place on geologically rapid timescales and is

modeled following the empirical results of Yasui and Arakawa (2009). This is done by

iteratively calculating the internal pressure and updating the ice and silicate porosity
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via

φi(P ) = max(φ0 exp(b1P ), φc) (4.1)

φs(P ) = min(φ0P
b2 , φ0) (4.2)

where P is the local lithostatic pressure in MPa. The value φc is the assumed porosity

that can be supported by matrix in cold conditions (Durham et al., 2005). Values for

the empirical constants used are given in Table 4.1. These components are then mixed

by their volume fractions to get the bulk porosity of each layer. Recalculation of the

pressure profile and updating of the porosity profile is iterated until the porosity profile

converges. This sets the initial porosity profile for the long-term thermal modeling.

Modeling the subsequent evolution of the porous structure of KBOs is handled

by the thermal evolution model of Bierson et al. (2018). This model assumes that

porosity is primordial and removed over time. The final porosity structure is then

dependent on the thermal history. Following Besserer et al. (2013) we model the change

in porosity as a function of pressure (P ) and viscosity (η) via

dφ

dt
= φ

P

η(T )
. (4.3)

Here the ice viscosity is taken to be Newtonian and is assumed to vary as

η(T ) = η0 exp

(
Q

RgT
− Q

RgT0

)
(4.4)

where Q is the activation energy, Rg is the gas constant and η0 is the reference viscosity

at T0 (Table 4.1). It was shown by Besserer et al. (2013) that equation (4.3) provides a
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reasonable approximation to more complicated pore-closure models (Eluszkiewicz, 1990;

Leliwa-Kopystyński and Kossacki, 2000).

This model was updated from Bierson et al. (2018) to include short-lived ra-

dioisotopes. The method by which porosity affects thermal conductivity has also been

updated. The effect of porosity on thermal conductivity is one of the largest uncer-

tainties in modeling high porosity objects. The true conductivity of a porous mixture

depends on the geometry of the matrix (how interconnected the pores are) and the

effective thermal conductivity of the pore space itself. While there are no direct con-

straints on the thermal conductivity of KBOs, there exists a wealth of theoretical work

to bound the value. A detailed review of different physical models is given in Carson

et al. (2005).

In this work the thermal conductivity is computed for each timestep as follows.

We begin by assuming the rock-ice matrix itself is well mixed. As such we use the parallel

model to combine an assumed constant silicate conductivity and temperature dependent

ice conductivity (see values in Table 4.1).

k0(frock, T ) = ks

(
fm

ρs
ρ

)
+ kice

(
1− fm

ρs
ρ

)
(4.5)

We then assume heat transfer through the porosity itself is highly inefficient and apply

the parallel model via

k(φ) = k0(frock, T )(1− φ) (4.6)

The parallel model is the upper bound for the thermal conductivity in a solid medium.

Any lower values chosen for the thermal conductivity would lead to higher densities
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(more porosity removed) for smaller objects. Radiation may slightly enhance the heat

transfer in a porous material. Shoshany et al. (2002) calculated the effective thermal

conductivity including radiation and the parallel model is in the middle of the range

of values they predict. Changing our thermal conductivity model to the maximum

conductivity model of Shoshany et al. (2002) results in at most an 8% decrease in

predicted density at intermediate ( 400 km) radii, and less at larger or smaller radii.

Neglecting the effect of porosity on thermal conductivity entirely results in at most a

10% change in the final density. This change is too small to alter any of our conclusions.

4.2.1 Parameters and sensitivity

Table 4.1 gives the nominal values for all the parameters used in this modeling.

These values are generally taken from Bierson et al. (2018). The new parameters are

those for the brittle failure modeling taken from Durham et al. (2005) and Yasui and

Arakawa (2009). The other important controlling parameter is the initial porosity. Here

a nominal value of 60% is used as this gives an object with fm = 70% a density of ∼ 750

kg/m3. This high porosity is consistent with measurements made for asteroids, which

Baer et al. (2011) find exhibit a range of porosity from 10%-70% for radii up to ∼ 150

km. While porosity is difficult to infer for comets as we do not know the grain density,

the bulk density of comets like 67P/Churyumov-Gerasimenko (532 ± 7 kg m3, Jorda

et al. (2016)) imply a porosity of > 40%.

Our model has very little sensitivity to most of the parameters in Table 4.1.

A factor of two change in Cp leads to a 4% change in the bulk density (∼ 50 kg m3).
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Changing η0 to 1017 Pa s also changes the final density by up to 4%. Changing the

initial porosity changes the density of small KBOs (as expected) but does not notably

change the radius at which density begins to increase. While each of these parameters

may change the rate of change or the timing of when porosity closes, the final bulk

density is a robust outcome of our model runs.

Table 4.1: Parameters used. Values for b1, b2 based on Yasui and Arakawa (2009). φc
value based on Durham et al. (2005). Other parameter values are from Bierson et al.
(2018).

Symbol Nominal Value Units

Ice Reference Viscosity η0 1014 Pa s
Viscosity Reference
Temperature

T0 270 K

Activation Energy Q 60 kJ/mol
Ice Thermal Conductiv-
ity

kice 0.4685 + 488.12/T W/(m K)

Silicate Thermal Con-
ductivity

ks 3.0 W/(m K)

Surface Temperature Ts 40.0 K
Initial Temperature T0 100.0 K
Specific Heat Cp 1000 J/(kg K)
Ice Density ρice 920 kg/m3

Silicate Density ρs 3500 kg/m3

Initial Porosity φ0 0.60
Strength supported
porosity

φc 0.20

Empirical compaction
parameter (ice)

b1 -0.1 MPa−1

Empirical compaction
parameter (silicate)

b2 -0.11

4.2.2 Processes not modeled

The modeling in this work does not include melt production, differentiation,

convection, impacts, and tidal heating. Here we discuss each of these process in turn and
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their potential impact on our results. Melting to form a subsurface ocean will increase

the bulk density while the ocean is present, but the effect is small and will disappear

once the ocean freezes (McKinnon et al., 2017; Bierson et al., 2018). Differentiation

redistributes the mass within the body; however, because no mass is lost the bulk

density is unchanged. As differentiation occurs a small amount of extra gravitational

energy will be released which is not included here (Desch et al., 2009; Malamud and

Prialnik, 2015). The redistribution of ice and silicates will also change the magnitude

of compression but given the low internal pressures of KBOs we expect this to have

only a minor effect (Bierson et al., 2018). Since differentiation redistributes the heat

source (silicates) towards the center of the body, higher internal temperatures will result,

making our porosity estimates conservatively high. Convection will remove heat more

rapidly than in our conductive models, but if ice is warm enough to convect, all porosity

will already have been removed.

In a high porosity surface, impacts will also reduce the bulk porosity. This

effect is limited to the upper tens of kilometers (Milbury et al., 2015), small compared

to the size of objects considered here. It is possible that during the formation of larger

KBOs, impacts may have removed porosity in a significant fraction of the outer ice

shell. Large disruptive impacts into differentiated KBOs could change fm and are

further discussed in section 4.3.

All the KBOs discussed here are either in binary systems or experienced cap-

ture (Goldreich et al., 1989; Agnor and Hamilton, 2006). Because of this tidal heating

may have been an extra energy source. The amount of energy and its importance to the
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overall thermal evolution is dependent on the initial orbital configuration and internal

structure of the KBOs (Saxena et al., 2018).

The important point for this work is that all these processes have the same net

effect of removing more porosity than predicted by our model. Similarly, we assume an

upper limit for the thermal conductivity at a given porosity. A lower thermal conductiv-

ity would allow more heat to build up in the interior, removing additional porosity. As

a result our model runs represent a lower bound on the bulk density (the most porosity

that can be retained).

In this work we also assume that the ’ice’ component is dominated in composi-

tion by H2O. Depending on their formation conditions, some KBOs may have incorpo-

rated ices during formation such as N2, NH3, CO, CO2, and CH4. Most of these ices have

densities close to that of water ice (950, 850, 1000, 1000-1600, 500 kg/m3 respectively)

and so cannot have a significant effect on the bulk density at reasonable concentrations

(Satorre et al., 2008, 2013; Umurhan et al., 2017). For example, to change the bulk

density by ∼ 300 kg/m3 through the addition methane (the ice with the lowest density)

would require adding ∼ 8% of the total body mass. There is also no obvious reason

why these compositional differences would depend on size, the main focus of this work.

4.3 Results

A comparison of our model results with the observed KBO values are shown in

Figure 4.1a. Our model predicts that the transition from small porous objects to dense
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KBOs occurs quickly between a radius of 200km-500km. This transition radius is set by

the balance between heat production (which depends on fm and radioactive half-life)

and conductive heat loss (which depends on the body size). An analogous argument has

been made for understanding the minimum size of differentiation in asteroids (Grimm

and McSween Jr, 1993).

Around this transition diameter internal temperatures begin to reach or exceed

the melting point of water (red stars). For the reasons presented in Section 4.2.2 these

points are more likely to underestimate the bulk density. The maximum bulk density for

a given fm (neglecting compression) is shown by the dashed lines. This is the density an

object of a given fm would have with no porosity. We estimate the fm for each KBO in

Figure 4.1b with error bars that include the observational uncertainty and in addition

treat our model and zero porosity values as limiting cases (see Figure caption for details).

This is a conservative estimate that likely overestimates our error particularly for small

KBOS and on the lower limits.

For a rock mass fraction of 70% our model matches the density observations

for eleven of eighteen KBOs within 1σ and fifteen of seventeen within 2σ (Figure 4.1b).

The three objects not well fit by this model are Triton, Eris, and 2002 UX25. Eris and

Triton both require fm > 70%. Triton’s high rock fraction might be a consequence of

the extreme heating it experienced during capture (Goldreich et al., 1989). There is also

a hint that scattered disk objects may have a higher fm compared with classical KBOs.

This could be due to more energetic collisions caused by their more dynamically excited

orbits; such collisions will preferentially remove the ice-rich mantles of differentiated
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Figure 4.1: a) Density of observed KBOs with 1σ errors in black. Error bars only
account for uncertainty in radius. See Table D.1 for citations. Each color refers to a
fixed rock mass fraction indicated in the legend. Flat dashed lines show the density of
a non-porous object. Dotted line shows the expected density only accounting for brittle
failure. Solid lines show model results that include the effects of thermally controlled
viscous relaxation. Individual model runs are show with stars. Red stars indicate
models where internal temperatures met or exceeded 250 K at some point. All thermal
models were started at 10 Myr to avoid the effects of 26Al decay (See Figure 4.2). b)
Estimated rock mass fraction of each KBO by interpolating model runs. Horizontal line
is fm = 0.7. Colors indicate object class where blue are classical and resonant KBOs,
red is scattered disk object, magenta is centaur, and black are satellites. The upper fm
limit is the interpolated model value using the 1σ density upper bound. The lower fm
limit is the fm calculated assuming no porosity and the 1σ density lower bound.

objects, potentially explaining the higher rock fraction of Eris (Lissauer and Stewart,

1993; Barr and Schwamb, 2016). 2002 UX25 is below our expected density. We are not

aware of any processes that might significantly lower the bulk density without lowering

fm. Our model predicts that fm ∼ 50% for 2002 UX25. It is worth noting that at

present no light curve or occultation measurements have been used to constrain the

shape of 2002 UX25. If it is significantly non-spherical in shape this could lead to an

overestimation of its volume, and thereby an underestimation of the density. Whatever
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the case, this object remains enigmatic but is also only a single data point.

We can also place a constraint on the formation time of KBOs as follows.

The earlier in solar system history KBOs form the more short lived radiogenic isotopes

will be incorporated. It is these isotopes that are responsible for differentiation of

small asteroids (Grimm and McSween Jr, 1993); in the case of KBOs, if these objects

form too early, sufficient 26Al will be present that all porosity is removed. We assume

chondritic abundances of 26Al, 60Fe, 53Mn in the silicate component of modeled KBOs

(Table D.2). Figure 4.2 shows the final density of modeled KBOs as a function of their

formation time. If a small KBO with fm = 0.7 forms before 5 Myr after CAI the

internal porosity will be removed by the heat from the decay of short lived isotopes

(primarily 26Al). At fm = 0.5 this limit is pushed to 4 Myr after CAI. As previously

noted other feedbacks would further remove porosity once the object starts to warm.

Based on these results we conclude that 4 Myr is a lower bound on the KBO formation

time. This is consistent with the modeling of Merk and Prialnik (2006) who found that

objects larger than a few kilometers radius reach internal temperatures sufficient for

liquid water if formed with 26Al still live. A similar argument has been made in favor

of a low 26Al in the small Saturnian satellites(Leliwa-Kopystyński and Kossacki, 2000).

This is also consistent with McKinnon et al. (2017) who argue that Pluto couldn’t be

fully differentiated before the Charon-forming impact, and therefore that Pluto did not

form while 26Al was live.

An analogous argument can be made that small, low density KBOs cannot

have experienced large amounts of tidal heating. As more precise estimates of the
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Figure 4.2: Modeled final density of three KBOs of different sizes formed a different times
after CAI. Models are shown with fm=0.70 or 0.50 and with an initial temperature of
40 K. If any small (∼100 km-scale) KBOs formed earlier than 4 Myr after CAI the
heat from short lived radioisotopes would remove a significant fraction of their internal
porosity.

orbits and individual masses of KBO binary systems become available this should allow

constraints to be placed on the tidal parameters such as k2/Q (Saxena et al., 2018).

4.4 Dicussion

The results above show that small KBOs cannot have formed prior to 4 Ma,

as otherwise they would have experienced too much porosity reduction. Placing this

81



timing constraint on the formation of KBOs allows us to test the formation models

that have been proposed. There are currently two main models for KBO formation.

The coagulation model proposes that KBOs formed from kilometer-sized precursors

that interacted dynamically to form larger bodies (Kenyon, 2002; Kenyon et al., 2008;

Schlichting and Sari, 2011). Because of the long orbital periods this process takes tens of

millions of years to form the large KBOs. Alternatively the Nesvorný et al. (2010) model

proposes that decimeter sized ’pebbles’ could be aggregated by the streaming instability

to undergo gravitational collapse. This gravitational collapse model naturally forms

binary systems which are common in the Kuiper belt and dynamical evidence suggests

may have been more common early in the solar system (Petit and Mousis, 2004; Fraser

et al., 2017). KBO binaries could form through gravitational interactions (Goldreich

et al., 2002) although it remains open if this mechanism is efficient enough to form the

inferred number of binary systems.

Because the Nesvorný et al. (2010) model invokes the streaming instability, it

requires the presence of a gas disk. Astronomical observations of disks around young

systems suggest disk lifetimes of three to ten million years (Haisch et al., 2001; Williams

and Cieza, 2011). Constraints from the inner solar system suggest that the gas was

present until 4− 5 Myr after solar system formation (Johnson et al., 2016; Wang et al.,

2017; Kruijer et al., 2017). Our results constrain KBO formation to be after 4− 5 Myr,

around the same time the gas disk is dispersing in the inner solar system.

One interpretation of this result could be that the gas disk must have persisted

longer in the outer solar system. How plausible this is depends on what mechanism(s)
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are responsible for removing the gas disk in the outer solar system (Matsuyama et al.,

2003). This explanation would also require that KBO formation only occur after 4 Myr;

if collapse were operating before 4-5 Myr, small dense KBOs should have formed, but

are not observed. The alternative interpretation is that our constraint favors KBO

formation via the coagulation model. In this case there is no need for special timing

because the∼ 100 km KBOs naturally form long after the shortlived isotopes are extinct.

This work also has implications for the dynamical environment of the Kuiper

Belt. The near constant fm is in stark contrast with the inner solar system where core

mass fractions vary from 2% (the Moon, Weber et al. 2011) to 70% (Mercury, Rivoldini

et al. 2009). This suggests that there was much less erosion of material by impacts

relative to the inner solar system. This may be due to the fact that giant impacts

between KBOs, such as the one that may have formed the Pluto-Charon system, do

not necessarily lead to large changes in the bulk composition (Canup, 2011). A relative

absence of giant impacts is also consistent with the preponderance of binary systems

being formed by long-range dynamical interactions (Goldreich et al., 2002).

Our results suggest that KBOs form a homogenous population, in terms of

their bulk composition. While variations in surface color certainly exist, and appear

to be related to dynamical characteristics (Brown, 2012; Dalle Ore et al., 2013; Tegler

et al., 2016), we see little evidence of systematic variations in bulk composition, except

for a hint that scattered disk objects are more rock-rich (Fig 4.1b).

Going forward we expect future observations to be able to test the model

presented here. Moons have recently been discovered for Makemake (Parker et al.,
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2016) and 2007 OR10 (Kiss et al., 2017) making density measurements likely in the

near future. Our results predict that both of these objects should have bulk densities

similar to, or slightly less than, that of Pluto (≈ 1800 kg m−3). In contrast, if a mass

measurement is possible during the New Horizons flyby of 2014 MU69 (r∼ 30 km) we

expect it to have a low density of ∼ 750 kg/m3.

4.5 Conclusion

We find the density distribution of KBOs is best explained not by variations

in composition, but in bulk porosity. KBOs transition from highly porous to having

only a surface porous layer when the internal heat production by radioactive decay

outpaces the rate of energy transport by thermal conduction. Because the large amount

of energy in 26Al would have melted even small KBOs (r ∼ 100 km) we conclude they

must have formed ∼ 5 Myr after CAI. As observations of KBO density are refined and

more acquired more narrow constraints will be placed on the range of compositions

within the Kuiper Belt.
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Chapter 5

Evidence for a hot start and early ocean

formation on Pluto

This chapter is a slightly modified reprint of Bierson, C. J., Nimmo, F., and

Stern S. A. (2020) ”Evidence for a hot start and early ocean formation on Pluto” Nature

Geoscience

Abstract

Pluto is thought to possess a present-day ocean beneath a thick ice shell. It

has generally been assumed that Pluto accreted from cold material, and then later

developed its ocean due to warming from radioactive decay; in this case, the ice shell

would have experienced early compression and more recent extension. Here we use

geological observations to suggest that Pluto formed “hot”, with an early subsurface

ocean, rather than “cold”. A hot-start Pluto produces an early, rapid phase of extension,
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followed by a more prolonged extensional phase which totals ≈0.5% linear strain over

the last 3.5 Gyr. The amount of second-phase extension is consistent with that inferred

from extensional faults on Pluto; we suggest that the enigmatic “ridge-trough system”

recently identified on Pluto is indicative of early extensional tectonics. A hot initial

start can be achieved with the gravitational energy released if the final stage of Pluto’s

accretion is rapid (<30 kyr). A fast final stage of growth is in agreement with models

of KBO formation via gravitational collapse followed by pebble accretion, and implies

that early oceans were common features of large KBOs.

The New Horizons mission returned the first detailed images of Pluto and

Charon (Stern et al., 2015), allowing the first geological interpretations to be made

(Moore et al., 2016; White et al., 2017; Stern et al., 2018). An important observation

was the predominance of extensional features on both bodies. Because water expands as

it freezes, such extension is a natural outcome of a refreezing subsurface ocean, for which

there is some circumstantial evidence (e.g. putative cryovolcanism (Moore et al., 2016);

reorientation of Sputnik Planitia (Nimmo et al., 2016a)). However, in models in which

Pluto starts “cold”, the melting of an initially solid ice layer due to radiogenic elements

results in early compression, with extension only dominating late in Pluto’s history

(Robuchon and Nimmo, 2011; Hammond et al., 2016). The most ancient portions of

Pluto’s surface imaged at high resolution do not show any unambiguous evidence of

compression.
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5.1 Thermal evolution model

Here we consider the effect of the initial conditions on the long-term thermal

and strain evolution of Pluto. We use a relatively simple model in which Pluto is

fully differentiated and the ice shell and core are assumed to be conductive throughout;

full details of this model are provided in the methods and in Bierson et al. (2018).

Some recent works have considered a “hot-start” Pluto (Bhatia and Sahijpal, 2017;

Canup et al., 2020; Kimura and Kamata, 2020) but none have considered the tectonic

consequences of their results.

The thermal model used in this work is that of Bierson et al. (2018). This model

solves the 1D thermal diffusion equation for a sphere assuming a differentiated Pluto.

Radioactive elements are assumed to be concentrated in the silicate core in chondritic

abundances. As an ocean melts or freezes mass is conserved causing the given layer

to shrink or expand with the change in density. All layers above react immediately,

equivalent to assuming no stress is stored in the ice shell.

Arguments for a present-day conductive shell have been presented in Nimmo

et al. (2016a); at least for the hot start model, our results show that the shell has never

been thicker than the present-day value and so if the present-day shell is conductive, it

will also have been conductive at all earlier times (Robuchon and Nimmo, 2011). In this

study we also neglect complications such as the initial differentiation of Pluto (Desch

et al., 2009; Malamud and Prialnik, 2015) and hydrothermal alteration of, or advective

heat transfer from, the silicate interior (Neveu et al., 2017), as these are likely to have
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only second-order effects on the long-term strain evolution of the shell. We also do not

consider the potential role of clathrates at the base of the ice shell (Kamata et al., 2019),

since this results in slower shell thickening and smaller strain accumulation. Early tidal

heating (Barr and Collins, 2015) might play a role, but the spatial patterns of known

tectonic features do not resemble those expected from tides (Keane and Matsuyama,

2016) and so tides are not included in this work.

Many authors have discussed the role ammonia may play in the evolution of

Pluto’s subsurface ocean (Desch et al., 2009; Hammond et al., 2018) and New Horizons

observations have found surface ammonia is correlated with punitive cryovolcanic flows

(Dalle Ore et al., 2019). With regards to this work the main impact of ammonia is

that depresses the melting point of water. A colder ocean will refreeze more slowly

and generate less strain because there is less conductive heat loss, however the general

behavior of the ocean will remain the same. Given the large uncertainties in Pluto’s

ammonia concentration we do not consider this issue in further detail.

Figures 5.1a and 5.1b show two representative evolution models for Pluto, with

5.1a showing a “cold start” and 5.1b a “hot start”. In Fig 5.1a the silicate interior of

Pluto warms due to radioactive decay, and outward conduction of heat melts the ice.

Fig 5.1c shows the cold start model’s strain history, with melting leading to a reduction

in volume and initial compression. As the radioactive heating wanes, the ice shell

begins to refreeze, resulting in extension. However, at the present day the net strain is

still compressional, because the ocean has not completely refrozen. These results are

common to other models with similar initial conditions (Robuchon and Nimmo, 2011;
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Hammond et al., 2016).

By contrast, in the hot start model (Fig 5.1b), the ice shell initially thickens

rapidly because heat conduction exceeds radioactive heat production. The increase of

shell thickness pauses as the radiogenic heat conducted out of the silicates balances the

heat lost across the shell; further shell freezing happens more slowly as the radiogenic

heat production decreases. The resulting strain evolution (Fig 5.1d) shows correspond-

ing initial rapid extensional strain growth, followed by a pause, then a second episode

of increasing extensional strain from 1 Gyr onward. Because the conductive timescale

of the silicate core is short relative to the age of the solar system (Nimmo and Spencer,

2014), the final shell thicknesses are not very different between the two model scenarios.

The main difference between the “cold start” (Fig 5.1c) and “hot start” (Fig 5.1d)

models is that the early strain is compressional for the former, and extensional for the

latter. It is possible that later burial, erosion or tectonic overprinting could remove

evidence of early compressional features, or that they could be reactivated as exten-

sional faults. This could allow the cold start to explain the observed recent extension.

Nonetheless, the prediction of early compression in the cold-start model is not borne

out by the existing observations, to which we now turn.

5.2 Observations and comparison with models

Pluto displays abundant evidence of relatively recent extension, but little of

compression (McGovern et al., 2019). In particular, a set of prominent graben west of
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Figure 5.1: a) “Cold start” Pluto model, with initial temperature 300 K in silicates
and 200 K in ice. Calculations are carried out as described in Bierson et al. (2018);
parameters are the same except for the ice density (920 kg m−3) and core density
(3000 kg m−3). Solid brown line indicates top of rocky core and black line top of
ocean. Red line indicates the nominal base of the elastic layer, at 120 K (see text). b)
“Hot start” Pluto model, with 300 K in silicates plus an ocean and an initial ice shell
6.5 km thick. c) Evolution of net linear strain due to thermal expansion/contraction
and freezing/melting of ice, for the “cold start” model. Here compression is negative.
d) As for c) but for “hot start”.

Sputnik Planitia (Figure 5.2) show little topographic degradation and overprint other

features, such as craters (Moore et al., 2016). The graben are also associated with
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surface deposits of NH3, which are likely young because NH3 degrades over geological

time (Cruikshank et al., 2019). Taken together, recent extension is indicated.

In contrast to Charon, where a rough estimate of ∼1% extensional strain was

derived (Beyer et al., 2016), no total strain estimates have yet been made for Pluto.

We obtain a lower bound by considering the four known, relatively young graben called

fossae. Each is about 2 km deep (Conrad et al., 2019), and for typical normal fault

dip angles of 45 − 60◦ (Jackson and White, 1989), each experiences about 2.5-4 km of

horizontal extension. Across the four fossae the total horizontal extension is thus 10-

16 km. For the imaged hemisphere, this represents a linear extensional strain of about

0.3-0.4%. We deliberately focused on the largest fossae seen, but since this estimate

does not include the many smaller fractures observed, nor features on poorly-imaged

parts of Pluto, it is a conservative minimum.

The most plausible way this recent extension can be reconciled with a cold

start is if early compressional features were erased. The putative Charon-forming impact

(Canup, 2011) probably completed Pluto’s differentiation (McKinnon et al., 2017) and

is expected to have erased any pre-existing surface features. Despite uncertainties in the

absolute ancient impact flux, the oldest areas of both Pluto and Charon have estimated

ages >4 Ga (Singer et al., 2019). On Pluto, evidence of extension in ancient terrains

is ambiguous. However, a degraded NNE-SSW trending “ridge-trough system” (RTS)

(Schenk et al., 2018) represents a likely ancient tectonic feature (Figure 5.2).

The fact that the RTS does not appear to be significantly deflected by the

Sputnik Planitia basin suggests that it predates this impact feature. The extremely
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Figure 5.2: Stereo topography from (Schenk et al., 2018) in simple cylindrical projection. The
“ridge-trough system” (RTS) is a degraded complex of tectonic features including graben. a)
The young extensional fossae west of Sputnik Planitia are described in more detail by (Conrad
et al., 2019); the blue arrow points to Virgil Fossa, where cryovolcanism has been suggested
(Cruikshank et al., 2019). b) A zoom in of the region boxed in panel a. White arrows point to
the 1-2 km deep trough discussed in the text.

degraded nature of the RTS also suggests an ancient origin. Although its morphology is

complicated, several areas of the RTS suggest extension. Along its length the western

edge of the RTS is a 1-2 km deep depression that is ∼100 km wide (white arrows

in Figure 5.2b) (Schenk et al., 2018). If we interpret this feature as an extensional

grabben and use the same logic as above these depths of 1-2 km would represent 1.3-

4 km extension, or 0.03-0.1% linear strain across the imaged hemisphere. Because of

the amount of topographic degradation, this interpretation and strain estimate are both

highly uncertain.
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Despite the uncertainties, Fig 5.1d (hot-start) is much more consistent with

the observations (widespread extensional features and lack of compressional features)

than Fig 5.1c (cold-start). The existence of ancient apparent graben in the RTS is

not consistent with the ancient compression predicted in Fig 5.1c. Conversely, the post-

1 Gyr extension of about 0.5% predicted in Fig 5.1d accords very well with the estimated

recent extensional strain of 0.3-0.4%. The magnitude of the predicted early extension

(about 1%) is larger than the lower bound derived from the RTS, but as noted above

the uncertainties are large, and the degree of model extension depends on the initial

conditions assumed. The available observations therefore favor a “hot-start” Pluto, and

suggest that significant ancient extension is present that has not yet been identified.

5.3 Heat sources for Pluto

The main sources of energy available to cause an initially hot Pluto are grav-

itational energy released during accretion, and heat released by 26Al decay. Numerical

models of the Charon-forming impact (Canup, 2011) reveal only modest heating of

Pluto, but these cover a restricted area of parameter space. The gravitational energy

∆E deposited during accretion of a uniform body is given by

∆E = M

(
3

10
v2
esc +

1

2
v2
∞

)
(5.1)

where M is the final mass, vesc is the final escape velocity (=
√

2GM/R), R is the

final radius, G is the gravitational constant and v∞ is the velocity of the impactors at
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infinity. If all this energy is retained as heat, the mean temperature change ∆T is

∆T =
3

10

v2
esc

Cp

(
1 +

5

3
f2

)
= 330 K (1 +

5

3
f2) (5.2)

where Cp is the mean specific heat capacity and the factor f compares v∞ to vesc:

v∞ = fvesc. The numerical quantities are obtained by assuming vesc=1.2 km/s and Cp =

1300 J/kg K (Robuchon and Nimmo, 2011). In the late stages of accretion, excitation of

planetesimal eccentricities by embryos results in v∞ ≈ vesc (f ≈ 1) (Agnor et al., 1999,

e.g.), while in situations where gas or dynamical friction damps eccentricities, f ≈ 0.

Equation (5.2) shows that if all the energy is retained as heat, Pluto forming an initial

liquid water ocean is inescapable.

In practice, however, much of the energy delivered during accretion may be

re-radiated instead of being buried (Squyres et al., 1988). The balance between re-

radiation and burial depends on the accretion duration of the body, and the impactor

size distribution (Barr et al., 2010; Monteux et al., 2014); for instance, on a 30 kyr

accretion timescale heat delivered by impactors �1 km will be promptly re-radiated

. If the accreting material is too small, some fraction of the energy may be deposited

in an accretion-generated atmosphere. For larger impacts some energy will be lost via

radiation from ejecta and impact melt (Stevenson, 1989). Unfortunately such processes

are complex and difficult to quantify. Given this uncertainty we proceed by considering

limiting cases.

In order to estimate of the maximum accretion duration (τ) consistent with

near-surface melting, we can balance black-body radiation from a given surface temper-
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ature Ts against the total accretion energy deposited. Making use of equation (1) we

obtain

τ =
Rρv2

esc

10σT 4
s

(
1 +

5

3
f2

)
= 30kyr

(
1 +

5

3
f2

)
(5.3)

where ρ is the bulk density, σ is Stefan’s constant, vesc refers to the escape velocity

for the final mass and the numerical value was obtained by setting Ts=270 K. While

this is only an order-of-magnitude level calculation at best, we can conclude that if

Pluto formed with a timescale <30 kyr, then a hot start is assured. On the other hand,

accretion taking a few Myr to complete could only result in a hot start if the impactors

are large and the heat is deeply buried. Based on these results, we conclude that rapid

accretion will almost certainly yield a hot-start Pluto, while the consequences of slower

accretion involving large impactors is less certain.

As accretion proceeds, the velocity of impactors will increase (because they are

striking a progressively larger body). As a result, accretionally-heated bodies develop

a reverse temperature profile, in which the outer layers are hotter than those inside

(Squyres et al., 1988; Bhatia and Sahijpal, 2017). This means that a Pluto possessing

an ocean in the near-surface (as shown in Fig 1b) is not in contradiction with the re-

quirement that the interior be incompletely differentiated when Charon formed (Canup,

2011). Similar analyses of accretion by (Canup et al., 2020) and (Bhatia and Sahijpal,

2017) also permit an initial near-surface ocean.

In contrast, heating solely by 26Al decay results in an isothermal interior,

because the decay timescale is very short compared to the conduction timescale. The

degree of heating depends on the accretion time compared to the 0.7 Myr half-life of 26Al.
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In Bierson and Nimmo (2019) we argued that the low observed density of small Kuiper

Belt Objects (KBOs) requires that they have high porosity. Such porosity would not

survive under the influence of 26Al heating. As a result, we conclude that the formation

of KBOs took place later than 4 Myr after solar system formation, and thus that 26Al

was not an important heat source. Work by Canup et al. (2020) and (Castillo-Rogez

et al., 2019) reached an identical conclusion.

5.4 Implications

Traditional coagulation models for KBO formation (Kenyon and Bromley,

2012, e.g.) have difficulty in producing large enough objects (Morbidelli and Nesvorny,

2020). They also typically take hundreds of Myr to produce ∼1000 km-scale bodies, and

would therefore likely produce a cold initial Pluto. More recent work, reviewed in Mor-

bidelli and Nesvorny (2020), suggests instead a multi-stage formation process, which also

reproduces the observed KBO size-frequency distribution. The initial growth is via the

so-called “streaming instability” (Youdin and Goodman, 2005), which generates dense

clumps that undergo gravitational collapse to produce 100 km-scale bodies (Nesvorný

et al., 2010). An intermediate, slower stage of growth via coagulation may then occur

until the bodies become large enough to act as cores for subsequent pebble accretion

(Johansen et al., 2015; Ormel, 2017). This final stage of growth, from ∼300 km to Pluto

size, is extremely rapid, taking <100 kyr for semi-major axes < 45 AU (Johansen et al.,

2015; Johansen and Lambrechts, 2017).
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This latter, multi-stage growth model agrees with a hot-start scenario for

Pluto. Focusing on the pebble accretion phase, the predicted growth time of <100 kyr

is broadly consistent with the rapid growth requirements (Equation 3). Such rapid ac-

cretion could in principle have been either early (while 26Al was live) or delayed. Early,

rapid formation would assure a hot start, but this scenario contradicts the retention of

porosity in small KBOs (see Chapter 3). Delayed, yet rapid accretion is consistent with

all these constraints and the general trend observed in meteorite data for the inner solar

system (Kruijer et al., 2017).

An important difference between the hot-start and cold-start models is that the

former, but not the latter, shows a monotonic increase in ice shell thickness (Fig 5.1).

Since both the length-scales of tectonic features (Jackson and White, 1989) and the

degree of elastic support of impact craters and other loads (Dombard and McKinnon,

2006) are expected to scale with shell thickness, these two scenarios have different

consequences, which may be compared with observations.

One constraint comes from Sputnik Planitia, an ancient impact basin (Singer

et al., 2019) now filled with N2 ice. Although the thickness of the N2 ice is currently un-

certain (Moore et al., 2016), a reasonable guess of a 10 km thick layer requires an elastic

thickness of about 40 km (Nimmo et al., 2016a). The base of the elastic layer is defined

by a temperature of roughly 120± 20 K (Conrad et al., 2019). In the hot start model,

such an elastic thickness would be achieved within about 100 Myr of Pluto’s formation

(Fig 5.1b). This timescale seems reasonable, given the rapidly-declining impactor flux

associated with the end of accretion. In the cold-start model, conversely, such a low
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elastic thickness is never achieved.

The large-scale nature of the RTS implies a relatively large elastic thickness,

which is probably consistent with either model. Although at least one large (D=145 km)

relaxed crater, informally named Edgeworth, appears to be present on Pluto (McKinnon

et al., 2018) its age is unknown. The observed relaxation, if true, suggests heat fluxes

of roughly 50 mW m−2 (McKinnon et al., 2018). Such heat fluxes never arise with the

“cold start” model and would only occur in the “hot start” model for the first few tens

of Myr. Future work to estimate the ice shell elastic thickness during various points in

Plutos history could distinguish between the hot-start and cold-start models.

Because the expected heating due to accretion goes as R2 (equation 5.2), the

hot start we envisage is likely relevant only for bodies of roughly half Pluto’s radius or

more. Charon, at half Pluto’s radius, is therefore instructive. The absence of any com-

pressional features on Charon (Beyer et al., 2016) suggests that Charon also underwent

a hot start, though in this case the ocean is not expected to have survived to the present

day (Desch and Neveu, 2016; Bierson et al., 2018).

Our results imply that initial liquid water oceans were a generic feature of

larger dwarf planets in the Kuiper Belt. These oceans will probably have undergone

extensive reactions with the warm silicates beneath (Neveu et al., 2017; Malamud and

Prialnik, 2015). High initial temperatures might contribute to loss of more volatile

species such as N2 or CO. While Pluto-size bodies are large enough to significantly limit

such losses (Schaller and Brown, 2007), smaller bodies have lower escape velocities - but

will also have experienced lower peak temperatures. The trade-off between these two
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effects deserve further study.

How might the hypothesis of a hot-start Pluto be tested further? An obvious

approach would be to estimate the strain history of Pluto, in a similar manner to

that attempted for Charon (Beyer et al., 2016), and compare it with the predictions

of Fig 5.1. The total strain associated with recent tectonic features can be assessed

relatively easily. The nature of the RTS will take more work to characterize, but based

on our model we predict that it is primarily an extensional feature, accommodating

up to about 1% strain. Our model also makes an implicit prediction for the unimaged

hemisphere, and the southern polar terrains globally: they should include additional

extensional features, with a total linear strain not exceeding 1.5%.

One important distinction between the cold- and hot-start models is that the

former, but not the latter, is likely to retain an undifferentiated, rock-rich carapace in

the near-surface (Desch et al., 2009). Such a carapace represents an unstable density

structure that might be removed by Rayleigh-Taylor instabilities (Rubin et al., 2014).

Thus, clear evidence of a rock-rich carapace, such as that inferred at Ceres (Hiesinger

et al., 2016), would rule out a hot-start Pluto. Similarly, widespread evidence of com-

pressional features such as wrinkle ridges would be very hard to reconcile with a hot-start

Pluto. Conversely, ancient cryovolcanism and/or extensional tectonics would be hard

to explain with the cold-start model, while being entirely consistent with a hot-start.

The main pre-requisite for any of these tests is a stratigraphic column for Pluto; now

that the basic cratering characteristics have been established (Singer et al., 2019), such

an enterprise can be attempted.
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An encouraging aspect of a hot-start Pluto is that it is consistent with a multi-

stage model of KBO growth (Johansen et al., 2015) which also explains other KBO

characteristics (see above). Our hypothesis suggests that large dwarf planets in the

Kuiper Belt generally formed “hot”, resulting in near-surface oceans and possible loss of

volatile species. The long-term interaction between water and warm silicates likely had

a large effect on the ocean chemistry (Neveu et al., 2017), and perhaps the habitability

of these distant icy worlds.
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Chapter 6

Summary

Through this thesis I have presented a variety of works each trying to grow

our understanding of the solar system by applying numerical models. The most unique

of these, both in terms of topic and character, is Chapter 2 on Venus. This work is not

the standard formula of build a model, compare it to data, and present some physical

insight. Instead I see it more as an intermediate between a research paper of that form

and a review paper. In this work I synthesized several models from different groups

and tested them in ways that hadn’t been done before. When tested most of these

models failed to match the data raising a new question; why? This chapter ends not

by presenting new insights into Venus, but instead demonstrating new holes in our

understanding. Because no test like this had been done, the community didn’t know

there was a problem to be solved.

Since Chapter 2 didn’t follow the standard formula it was by far the hardest

to write. This work as also received a very warm reception at meetings and in the short
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time since it has been published. Many groups that don’t directly run atmospheric

chemistry models but want to use their outputs have jumped on this work. I think this

has been assisted by the fact that I openly provided the profiles for every species and

reaction rate in every model configuration. I am excited to see how this data is applied.

The next three chapters (3-5) all contribute different pieces to understanding

the formation, composition, and evolution of Pluto and its neighbors in the Kuiper

belt. Each of these, in slightly different ways, uses recent geophysical observations to

constrain the formation of these bodies.

In Chapter 4 I find that that KBOs formed more than 5 Myr after CAIs. This

timescale is extremely interesting since it coincides with the expected lifetime of the

proto-solar disk itself. This raises the question, was KBO formation triggered in some

way by the removal of the proto-solar disk? This may or may not be related to the other

question raised, why are KBOs so rocky? Taking the composition of the Sun (which

presumably matches the proto-solar nebula) one would expect KBOs to be two-thirds

ice, one-third rock. Instead I find the opposite. Both of these are questions that I hope

I will have the oppertunity to return to as I continue in my career.
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naz, L. Esposito, K. Jessup, F. Lefévre, S. Limaye, A. Mahieux, E. Marcq, F. Mills,

F. Montmessin, C. Parkinson, S. Robert, T. Roman, B. Sandor, A. Stolzenbach,

C. Wilson, and V. Wilquet. Sulfur dioxide in the venus atmosphere: I. vertical distri-

bution and variability. Icarus, 295:16 – 33, 2017. ISSN 0019-1035. doi: https://doi.

org/10.1016/j.icarus.2017.05.003. URL http://www.sciencedirect.com/science/

article/pii/S0019103516303281.

Vilenius, E., Kiss, C., Müller, T., Mommert, M., Santos-Sanz, P., Pál, A., Stansberry,

J., Mueller, M., Peixinho, N., Lellouch, E., Fornasier, S., Delsanti, A., Thirouin, A.,

Ortiz, J. L., Duffard, R., Perna, D., and Henry, F. ”tnos are cool”: A survey of the

trans-neptunian region - x. analysis of classical kuiper belt objects from herschel and

spitzer observations. A&A, 564:A35, 2014. doi: 10.1051/0004-6361/201322416. URL

https://doi.org/10.1051/0004-6361/201322416.

U. von Zahn, D. Krankowsky, K. Mauersberger, A. O. Nier, and D. M. Hunten. Venus

144



thermosphere: In situ composition measurements, the temperature profile, and the

homopause altitude. Science, 203(4382):768–770, 1979. ISSN 00368075, 10959203.

URL http://www.jstor.org/stable/1747089.

H. Wang, B. P. Weiss, X.-N. Bai, B. G. Downey, J. Wang, J. Wang, C. Suavet, R. R.

Fu, and M. E. Zucolotto. Lifetime of the solar nebula constrained by meteorite

paleomagnetism. Science, 355(6325):623–627, 2017. ISSN 0036-8075. doi: 10.1126/

science.aaf5043. URL http://science.sciencemag.org/content/355/6325/623.

R. C. Weber, P.-Y. Lin, E. J. Garnero, Q. Williams, and P. Lognonné. Seismic detection
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Appendix A

Mass conservation derivations

As a layer changes in density it will change in volume to conserve mass. Using

conservation of mass we can solve for the change in radius of the layer that is changing

mass. In the following Rt and Rb denote the upper and lower bound of a layer.
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M0 = Mf (A.1)

ρ0(R3
t,0 −R3

b,0) = ρf (R3
t,f −R3

b,f ) (A.2)

Ψ =
ρ0

ρf
=
R3
t,f −R3

b,f

R3
t,0 −R3

b,0

(A.3)

ΨR3
t,0 −ΨR3

b,0 = R3
t,f −R3

b,f (A.4)

Let Rb,0 = Rb,f (fixed bottom boundary)

R3
t,f −ΨR3

t,0 = R3
b,0(1−Ψ) (A.5)

∆Rt = Rt,f −Rt,0 (A.6)

(∆Rt +Rt,0)3 −ΨR3
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b,0(1−Ψ) (A.7)(
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∆Rt
Rt,0

)3
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(1−Ψ) (A.8)

Let ∆z = Rt,0 −Rb,0(
1 +

∆Rt
Rt,0

)3

=

(
1− ∆z

Rt,0

)3

(1−Ψ) + Ψ (A.9)

∆Rt =


[(

1− ∆z

Rt,0

)3

(1−Ψ) + Ψ

]1/3

− 1

Rt,0 (A.10)

Because of the spherical geometry each layer will change thickness by a different

amount. In the following let ∆a and ∆b be the change in radial position at the locations

Rb and Rt respectively. ∆a is known from the previous layer so for each layer we must

solve for ∆b.
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∆a ≡ Rb,f −Rb,0 (A.11)

∆b ≡ Rt,f −Rt,0 (A.12)

∆z0 ≡ Rt,0 −Rb,0 (A.13)

∆(∆z) ≡ ∆zf −∆z0 = ∆b−∆a (A.14)

V0 = Vf (A.15)
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Appendix B

Mineral densities

Table B.1: All values are for surface pressure and temperature. Water was assumed to
have a density of 1000 kg/m3.

Mineral name Formula Density (kg/m3) Source

Chrysotile Mg3Si2O5(OH)4 2500 Pundsack (1956)
Forsterite Mg2SiO4 3200 Graham and Barsch (1969)
Enstatite MgSiO3 3300 Ahrens and Gaffney (1971)

Silica SiO2 2300 Irene et al. (1982)
Brucite Mg(OH)2 2400 Jiang et al. (2006)

152



Appendix C

Pluto and Charon ocean thicknesses

Given our discrepancy on the dependence of the ocean thickness to core con-

ductivity compared with Hammond et al. (2016) we want to clearly present on results

here. Figure C.1 is an attempt to replicate Hammond et al. (2016) Figure S3 (0% am-

monia). It is not clear why our final ocean thickness are about half that calculated by

Hammond et al. (2016).
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Figure C.1: Final and maximum ocean thickness for all model runs with φ0 = 0.0,
ρice = 920 kg/m3, and no mass conservation. This figure is meant to be equivalent to
Hammond et al. (2016) Figure S3 (0% ammonia).

Figure C.2: Final and maximum ocean thickness for all model runs with ρc = 3500
kg/m3, ρice = 950 kg/m3, η0 = 1014 Pa s (same as those plotted in Figure 3.2.
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Figure C.3: Same as Figure C.2 only for Charon.
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Appendix D

KBO Observations and parameters
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Table D.1: Density values used.

Name Density
(kg/m3)

Diameter (km) Source

Typhon 42355 2002 CR46 600 157± 34 Stansberry
et al. (2012)

Ceto 65489 2003 FX128 1370 174± 17 Grundy
et al.
(2007)

Teharonhiawako 88611 2001 QT297 600 178+33
−36 Vilenius, E.

et al. (2014)

2001 QC298 1140 235+21
−23 Vilenius, E.

et al. (2014)

Altjira 148780 2001 UQ18 300 123+19
−69 Vilenius, E.

et al. (2014)

Sila 79360 1997 CS29 730 249+30
−31 Vilenius, E.

et al. (2014)
Lempo 47171 1999 TC36 500 304± 101 Stansberry

et al. (2006)
G!kún||’hòmd́ımà 229762 2007 UK126 1040 632± 34 Grundy

et al.
(2019)

55637 2002 UX25 820 652± 12 Brown
(2013)

Varda 174567 2003 MW12 1270 705+81
−75 Vilenius, E.

et al. (2014)
Salacia 120347 2004 SB60 1260 866± 37 Brown

and Butler
(2017)

Orcus 90482 2004 DW 1520 958± 23 Fornasier,
S. et al.
(2013)

Quaoar 50000 2002 LM60 2180 1070± 38 Vilenius, E.
et al. (2014)

Charon 1700 1212± 2 Nimmo
et al.
(2016b)

Haumea 136108 2003 EL61 1885 1595± 11 Ortiz et al.
(2017)

Eris 136199 2003 UB313 2520 2326± 12 Sicardy
et al.
(2011)

Pluto 134340 1850 2376± 3 Nimmo
et al.
(2016b)

Triton 2060 2706± 1.8 Thomas
(2000)
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Table D.2: Radioactive isotope values used. Long lived isotope values from Robuchon
and Nimmo (2011). Short lived isotope values from Castillo-Rogez et al. (2007) and
Castillo-Rogez et al. (2009). Concentration is the abundance of that element relative
within the silicate. For 60Fe we use the value from Tang and Dauphas (2012).

Isotope Concentration (ppb) Specific heat production (W/kg) Half-life (yrs)
235U 5.4 568.7× 10−6 7.04× 108

238U 19.9 94.65× 10−6 4.47× 109

40K 737.9 29.17× 10−6 1.28× 109

232Th 38.7 26.38× 10−6 1.4× 1010

26Al 600 0.355 7.16× 105

60Fe 100 7.0× 10−2 1.5× 106

53 Mn 25.7 2.7× 10−2 3.7× 106
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