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Lets say we have some function f(x) and we want to find a value of x
such that f(x) = 0. In most cases you would just solve this by hand but
there are some forms of f(x) where this can’t be done. One such example is
f(x) = (5 − x)ex − 5. Here we will use two common methods for finding roots.

1 Bisection

Lets say we know our root is between two points, a < x0 < b. We will assume
that f(a) and f(b) have opposite sign (implying the function passes 0 in the
middle. We will then use the following algorithm to find the root.

1. Given two points a and b that bracket a root (i.e. f(a) and f(b) have
opposite signs), take the halfway point between them h = (a + b)/2, and
evaluate f(h).

2. If f(h) is within some specified tolerance of 0, then end – we have found
the root.

3. If not, then check if f(h) and f(a) have opposite signs. If they do, then
there must be a root between x = a and x = h, so set b = h and go back
to step 1.

4. If f(h) and f(a) have the same sign, then f(h) and f(b) must have opposite
signs, because we know that f(a) and f(b) have opposite signs. Thus there
must be a root between h and b, so set a = h and go back to step 1.

This algorithm is great because it is guaranteed to find the root on that
interval. We just keep stepping closer to the root with each step until we decide
we are close enough. The downside of this method is it can be slow on a large
interval as we only get a factor of 2 improvement with each step.

1 import numpy as np
2

3 # Written by Aldo Batta
4 # This i s the func t i on we wrote in c l a s s but with a few changes .
5 # I t uses the b i s e c t i o n method to obta in the root
6 # of the func t i on ” f ” we g ive as input
7 # ” f ” has to be de f ined be f o r e c a l l i n g the func t i on
8 de f myBisect ion ( f , a , b , y t o l=1e−10, p r i n t a l l=True ) :
9 ’ ’ ’ This func t i on uses the b i s e c t i o n method to f i nd the roo t s o f a

func t i on .
10 This program r e c e i v e s as input :
11 f −> f unc t i on we want to s o l v e
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12 a −> beg inning o f i n t e r v a l bracke t ing the root
13 a −> end o f i n t e r v a l b racke t ing the root
14 y to l −> t o l e r an c e f o r the root ( has a d e f au l t va lue o f 1e−10)
15 p r i n t a l l −> boolean i nd i c a t i n g i f we want to p r i n t i n f o .
16 ’ ’ ’
17 f c = 0 .1 i=0
18 i f ( p r i n t a l l ) :
19 pr in t ’# i t e r a t i o n s | f ( c ) | c ’
20 pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
21 whi le np . abs ( f c ) > y to l : # This c ond i t i on s determines how c l o s e

we want # to be to zero . The sma l l e r the number , the
22 c = ( a + b) /2 .
23 f a = f ( a )
24 fb = f (b)
25 f c = f ( c )
26 i=i+1
27 i f f c ∗ f a < 0 :
28 b=c
29 e l s e :
30 a=c
31 i f ( p r i n t a l l ) :
32 pr in t i , ’ ’ , f c , ’ ’ , c
33 r e turn c

Listing 1: Example Bisection function

The built in scipy bisection function is

1 s c ipy . opt imize . b i s e c t ( f , a , b , a rgs =() , x t o l=1e−12, r t o l
=4.4408920985006262 e−16, maxiter=100 , f u l l o u t pu t=False , d i sp=
True )

2 Newton’s method

Newtons method tries to outdo bisection by using the slope of our curve to guess
where the root is. Let us define df(x)/dx = f ′(x). Then if our function were a
straight line the root would be at

x1 = x0 − f(x0)/f ′(x0) (1)

Our function is not generally a straight line but by repeating this process we
can usually jump to the correct solution in far fewer steps than bisection. Note
that this method requires some knowledge of f ′(x)′. If we are writing our own
Newton’s method function it makes sense to request f(x) and f ′(x) from the
user. The built in scipy function can use either a user provided f ′(x) or it can
numerically estimate it by evaluating the function at a few nearby points. The
Wikipedia page has a nice animation for how this method advances (https:
//en.wikipedia.org/wiki/Newton%27s_method).

Newton’s method does have its own drawbacks. The worst of these is that
there is no guarantee that it will find the solution. If there is a local minimum
that is not near the root it can get stuck and never find its way back.

1 import numpy as np
2

3 # Written by Aldo Batta
4 # This func t i on uses Newton ’ s method to obta in the root o f the
5 # func t i on ” f ”
6 # I t needs the d e f i n i t i o n o f the d e r i v a t i v e o f ” f ”
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7 # To use i t with another func t i on we need to d e f i n e ” fpr ime ” f i r s t
8 de f NewtonsMethodImproved ( f , fprime , xguess , f t o l =1.e−10,
9 maxi t e ra t i ons =100 ,

10 p r i n t a l l=True ) :
11 ”””
12 Find a root us ing newton ’ s method . We need to s p e c i f y the

funct ion ,
13 f , i t ’ s d e r i va t i v e , fprime , and a guess o f x value .
14 Optional arguments in c lude y to l ( d e f au l t i s 1 . e−10)
15 and max i t e ra t i ons ( d e f au l t i s 100)
16 ”””
17 t0 = xguess
18 f o r i in range ( max i t e ra t i ons ) : # update x1
19 t1 = t0 − f ( t0 ) / fpr ime ( t0 )
20 # re s e t t0 = t1 : get ready to go round again t0 = t1
21 # only p r i n t the in t e rmed ia t e s t ep s i f we ask f o r them
22 i f ( p r i n t a l l ) :
23 pr in t i +1, t1 # # of t imes we repeated the operat ion , and
24 # ex i t i f we ’ re c l o s e enough
25 i f np . abs ( f ( t0 ) )< f t o l :
26 break
27 # Some e r r o r handl ing on the r e s u l t
28 i f i==maxiterat ions −1:
29 pr in t ”ERROR: Newton ’ s Method did not converge ”
30 r e turn None
31 e l s e :
32 r e turn t1

Listing 2: Example Newtons method function

1 s c ipy . opt imize . newton ( func , x0 , fpr ime=None , args =() , t o l =1.48e−08,
maxiter=50, fpr ime2=None )

3 Brent’s method

Brent’s method takes the both worlds from bisection and Newtons method. Like
the bracket method, Brent’s method takes an interval to search in the input.
From there it tries to estimate where the root is with a algorithm similar to
Newton’s method. However if it gets stuck it jumps to a different part of the
interval instead of just failing. This should be your goto method for numerical
root finding.

1 s c ipy . opt imize . brentq ( f , a , b , a rgs =() , x t o l=1e−12, r t o l
=4.4408920985006262 e−16, maxiter=100 , f u l l o u t pu t=False , d i sp=
True )
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